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Abstract—The impact of variable energy resources (VER) on power system operations and planning has been a subject of extensive research in recent years. However, most of the results are based on specific case studies and do not allow generalization. This paper proposes a generalized approach to the assessment of power system imbalances. Penetration level, day-ahead and short-term forecast errors, and variability are identified as four main parameters of VER integration. The dependence of power system imbalances on VER integration parameters is studied, using steady-state simulations. The simulations use a power system enterprise model that consists of three layers: resource scheduling, balancing operations and the physical grid with integrated VER. Resource scheduling is modeled as a security-constrained unit-commitment (SCUC) problem. The balancing layer consists of three components: regulation service, real-time market and operator manual actions. The real-time market is implemented as a security-constrained economic dispatch (SCED) problem. The IEEE RTS96 test system with integrated wind generation is used as the physical grid in the case study.

Keywords—Power system imbalances, wind integration

I. INTRODUCTION

The key findings of recent variable energy resource (VER) integration studies are summarized in [1], [2]. Here, significant wind and solar penetration adds new levels of variability and uncertainty to power systems; thus impeding balanced operations as defined by the North American Electric Reliability Corporation (NERC)’s control performance standards (CPS). The main conclusion of such studies is that renewable energy integration requires provision of additional reserves and regulation. However, most of these results are based on specific case studies that comment on the sufficiency of reserves to meet system requirements for power system reliable operations.

To that effect, this paper seeks to develop a generalized approach to the assessment of power system imbalances. It draws as inspiration the concept of integrated enterprise control in which both physical as well as enterprise processes are modeled to gain an understanding of the holistic system behavior [7]. In such a way, the variability of renewable energy resources can be viewed as an input disturbance which the (enterprise) power system systematically manages to deliver attenuated power system imbalances. Consequently, the power from renewable energy sources is modeled in terms of its key characteristics: penetration level, forecast error, and variability. Furthermore, the enterprise power system modeling includes three layers, namely resource scheduling, balancing actions as well as a physical layer, which represents the buses, transmission lines, loads and generators. While it is not possible within the scope of this paper to model all enterprise power system processes, the ones most relevant to power system imbalances are captured: unit commitment, regulation service, real-time market, and operator manual actions.

This paper studies the impact of VER integration on power system imbalances for varying levels of penetration, forecast error, and variability. This assessment methodology facilitates making case-independent conclusions on how VER impact power system imbalances. The sequel to this paper systematically addresses mitigation strategies. The independent variables in this study are converted to a set of dimensionless numbers to further clarify objective comparison of the results. Finally, imbalances are presented in terms of the corresponding levels of CPS compliance.

II. BACKGROUND

A. Power System Imbalances

Power generation and consumption balance is one of the main requirements for power system reliable operations. Mismatch between generation and consumption also creates mismatch between mechanical and electrical torques applied on generators. If generation exceeds consumption, generators accelerate, and the system frequency increases. Likewise, if consumption exceeds generation, generators decelerate, and the system frequency decreases. Deviations of the system frequency from the rated value may have damaging effect on power system equipment, that is designed for working at a specific frequency.

The instantaneous power balance in the system with \( \Delta F \) frequency deviation is given by the following equation [8]:

\[
\Delta P_m - \Delta P_D = D_F \Delta F + \frac{dW_k}{dt}
\]  

(1)

where \( \Delta P_m \) and \( \Delta P_D \) are changes in mechanical power and electrical power demand correspondingly, \( D_F \) is the aggregated damping parameter of generators, and \( dW_k/dt \) is the rate of change in kinetic energy.

For a specific control area, power generation and consumption imbalance is called area control error (ACE). ACE is a
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B. Imbalance Mitigation

Power systems always experience imbalances due to forecasting uncertainties, generator outages, equipment failures and other contingencies. Any imbalance triggers a counter action from the power system to mitigate it. Traditionally, the power system dynamics are classified as a hierarchy of dynamics: primary, secondary and tertiary [9]. Primary dynamics and control address transient stability phenomena in the range of 10-0.1Hz [10]. These represents the inertial response of generators and loads and may be controlled by generator output adjustments implemented by automatic generation control and automatic voltage control [8]. Secondary and tertiary control are managed by independent system operators and balancing authorities and are the main focus of this work. Detailed descriptions of these techniques are presented in the next section.

C. Control Performance Standards

Implementation of all balancing actions, however, does not eliminate imbalances completely. As a matter of fact, ideal generation and consumption balance is not required. The North American Electric Reliability Corporation (NERC) defines the requirements of imbalance mitigation, called control performance standard (CPS) [11]. According to Standard BAL-001-0.1a, each balancing authority shall operate such that its average ACE for at least 90% of clock-ten-minute periods (6 non-overlapping periods per hour) during a calendar month is within a specific limit \(L_{10}\). The value of \(L_{10}\) is obtained from the system properties. Thus, this standard provides a tool for balancing performance assessment.

III. METHODOLOGY AND SIMULATION SETUP

The power system enterprise model, used in this study, is comprised of three interconnected layers: the physical grid, resource scheduling and balancing actions. Fig. 1 shows the conceptual diagram of the model.

Resource scheduling occurs prior to the operating day. At this point, the optimal set of generation units for the operating day is defined, along with their schedules. Also, the required reserve amount is scheduled. The scheduled resources are then managed in the real-time to maintain power system balance. Three balancing actions, namely regulation, real-time market and operator manual actions, are implemented. The implementations of balancing actions are described in the following subsections.

A. Resources Scheduling

Reliable operations of the power system start one day prior the operating day with scheduling of necessary resources. As illustrated in Fig. 1, it accomplishes three goals, namely unit commitment, unit scheduling and reserve scheduling.

The core component of generation commitment and scheduling is a software-based optimization tool, called Security-Constrained Unit commitment (SCUC), which has a mathematical formulation in the form of linear mixed-integer program [12]:

\[
\begin{align}
\min & \quad \sum_{i=1}^{24} \sum_{t=1}^{N_G} (w_{i,t} C_i^F + C_i^G P_{i,t}^G + w_{i,t}^{\text{u}} C_i^{U} + w_{i,t}^{\text{d}} C_i^{D}) \\
\text{s.t.} & \quad \sum_{i=1}^{N_G} P_{i,t}^G = P_t^D \\
& \quad -R_{i,t}^{G,\text{max}} \Delta T \leq P_{i,t}^G - P_{i,t-1}^{G} \leq R_{i,t}^{G,\text{max}} \Delta T \\
& \quad w_{i,t}^{\text{g},\text{min}} \leq P_{i,t}^G \leq w_{i,t}^{\text{g},\text{max}} \\
& \quad w_{i,t} = w_{i,t-1} + w_{i,t}^{\text{u}} - w_{i,t}^{\text{d}} \\
& \quad \sum_{i=1}^{N_G} w_{i,t} (P_{i,t}^{G,\text{max}} - P_{i,t}^{G,\text{min}}) \geq P_{\text{res}}
\end{align}
\]

where the following notations are used:

- \(C_i^F\), \(C_i^G\), \(C_i^{U}\), \(C_i^{D}\) fixed, generation (fuel), startup and shutdown costs of generator \(i\)
- \(P_{i,t}^G\) power output of generator \(i\) at time \(t\)
- \(P_t^D\) total demand at time \(t\)
- \(P_{i,t}^{G,\text{max}}\), \(P_{i,t}^{G,\text{min}}\) max/min power limits of generator \(i\)
- \(R_{i,t}^{G,\text{max}}\) maximum ramping rate of generator \(i\)
- \(\Delta T\) scheduling time step, normally, 1 hour number of generators
- \(w_{i,t}\) ON/OFF state of the generator \(i\)
- \(w_{i,t}^{\text{u}}, w_{i,t}^{\text{d}}\) startup/shutdown indicators of generator \(i\)
- \(P_{\text{res}}\) system reserve requirements
The objective of this model is to find the optimal set of generators and their schedules, that will meet the demand with minimal total operating cost of the system. Constraint (4) is the power balance equation, required to keep the system balanced. The other two constraints, (5) and (6), are the physical limitations on generators’ ramping rates and power outputs correspondingly. Constraint (8) guarantees the provision of required amount of reserves, where \( P_{\text{res}} \) is the reserve requirement. The solution of this problem yields optimal \( w_{i,t} \) commitment and \( P_{i,t}^G \) generation schedules for each generator as well as provision of reserves.

\[ \min \sum_{i=1}^{N_G} (b_i \Delta P_{i,t}^G + 2c_i P_{i,t}^G \Delta P_{i,t}^G) \]

\[ \text{s.t.} \sum_{i=1}^{N_G} (1 - \gamma_{i,t}) (\Delta P_{i,t}^G - \Delta P_{i,t}^L) = 0 \]

\[ \sum_{i=1}^{N_B} a_{i,i,t} (\Delta P_{i,t}^G - \Delta P_{i,t}^L) \leq F_{l,t}^{\text{max}} - F_{l,t} \]

\[ -R_{G} \Delta t \leq \Delta P_{i,t}^G \leq R_{G} \Delta t \]

\[ P_{i,t}^G - P_{i,t}^{G,\text{min}} \leq \Delta P_{i,t}^G \leq P_{i,t}^{G,\text{max}} - P_{i,t}^G \]

where the following notations are used:

- \( b_i, c_i \): generator \( i \) offer curve linear and quadratic coefficients
- \( \Delta P_{i,t}^G, \Delta P_{i,t}^L \): bus \( i \) incremental generation and load
- \( F_{l,t}, F_{l,t}^{\text{max}} \): line \( l \) power flow level and flow limit
- \( N_B \): number of buses
- \( \gamma_{i,t} \): bus \( i \) incremental transmission loss factor
- \( a_{i,i,t} \): bus \( i \) generation shift distribution factor to line \( l \)
- \( \Delta t \): real-time market time step, normally, 5 minutes.

Use of incremental values for generation and load allows the incorporation of sensitivity factors and the linearization of the program. Sensitivity factors establish linear connections between changes of power injections on buses and state-related parameters of the system [16].

Two sensitivity factors are used in the current model, namely the incremental transmission loss factor (ITLF) and the generation shift distribution factor (GSDF). ITLF for bus \( i \) shows how much the total system losses will change, if the injection on bus \( i \) increases by a unit [17]:

\[ \gamma_{i,t} = \frac{\partial P_{l}^{\text{LOSS}}}{\partial P_{i,t}} \]

where \( P_{l}^{\text{LOSS}} \) is total system loss at moment \( t \), \( P_{i,t} \) is bus \( i \) power injection, both generation and consumption. Incorporation of ITLF into the model results in a linearized power balance constraint (10).

GSDF shows how much line \( l \) power flow will change, if injection on bus \( i \) increases by a unit [17], [18]:

\[ a_{i,i,t} = \frac{\partial F_{l,t}}{\partial P_{i,t}} \]

Incorporation of GDSF into the model results in linearized line flow limit constraint (11).

The other two constraints (12) and (13) are the physical limitations of the generator ramping rates and outputs. The objective function in Equation (9) is the minimization of total generation cost. The values for \( b_i \) and \( c_i \) are linear and quadratic.
coefficients of generator offer curves submitted for day-ahead scheduling.

Observation of the model shows that some input parameters, such as \( P_{d,t} \), \( F_{1,t} \), \( \gamma_{i,t} \), \( a_{i,t} \), depend on the current state of the system. These parameters are calculated before each SCED iteration based on full AC power flow analysis of the system. In the literature, this kind of models are referred to as hot start models [15].

4) Operator Manual Actions: In the normal operations mode of the power system, the regulation service and the real-time market are able to maintain the generation and consumption balance effectively. Available generation reserves and generator ramping rates are enough to follow the slowly changing load. However, in the case of contingencies, the situation changes. Sudden outage of a major generation unit creates big imbalances that cannot be mitigated by real-time markets and regulation services. Online generation units do not have enough reserve capacity and enough ramping rates to fill the gap quickly. These kinds of situations require system operator manual actions, in the form of deployment of contingency reserves, decisions on the location of activated reserves, etc. Manual actions, unlike other two components of balancing, have no dedicated operations timescale and are used as necessary.

In the absence of operator models in the literature, their actions are implemented in the following way. The system imbalances are monitored during the interval of simulations. The trigger of operator manual intervention into the balancing procedure works, when the actual imbalances exceed 80% of the largest generation unit. The actions of the operators include balancing of the system manually and bringing new generation units online to suppress imbalances.

IV. THE GENERATION MODEL OF VARIABLE ENERGY RESOURCES

SCUC and SCED optimization programs, presented in previous sections, are traditional scheduling and balancing tools, without a specific accent on VER integration. However, due to its non-dispatchability, variability and uncertainty, it has similar properties with the system load. Therefore, VER generation is usually considered as negative load on a specific bus, and load component in SCUC and SCED models is replaced with net load:

\[
P^\text{net}_{i,t} = P^L_{i,t} - P^\text{VER}_{i,t} \tag{16}
\]

Similar to the load, two types of VER data are used for simulations: VER output forecast data, which is used in optimization models, and actual VER output data, which is used to assess actual state of the system. For this study it is assumed that load has no forecast error, so that all imbalances are results of VER generation. The connection between actual and forecasted VER generation can be expressed as follows:

\[
P_{\text{VER}}(t) = P^F_{\text{VER}}(t) + e(t) \tag{17}
\]

where \( P_{\text{VER}}(t) \) and \( P^F_{\text{VER}}(t) \) are the actual and forecasted VER generation accordingly, and \( e(t) \) is the error term.

Four main parameters of VER are indicated, that can potentially affect the imbalances of the system: penetration level, day-ahead forecast error, short-term forecast error and variability. Changes of these parameters create different VER profiles and, as a result, different integration scenarios. In accordance to these four parameters, four integration scenarios are designed. Definitions of these parameters and incorporation into the wind power model are represented in the following subsections.

A. Penetration Level

In the current study, the penetration level is defined as the ratio of total installed VER capacity to the annual peak load, similar to reference [19]:

\[
P_{\text{EN}} = \frac{P^\text{max}_{\text{VER}}}{P^\text{peak}_L} . \tag{18}
\]

Using this definition, VER generation can be expressed in the following way:

\[
P_{\text{VER}}(t) = \frac{P^F_{\text{VER}}(t) \cdot P^\text{max}_{\text{VER}}}{P^\text{peak}_L} \cdot P^\text{peak}_L = \bar{P}_{\text{VER}}(t) \cdot P_{\text{EN}} \cdot P^\text{peak}_L \tag{19}
\]

where \( \bar{P}_{\text{VER}}(t) \) is VER power, normalized to unit installed capacity. Equation (19) shows, that VER generation profiles for different penetration levels can be obtained from a single normalized profile. This approach is very useful for running simulations with different penetration levels.

B. Forecast Error

Two types of forecasts are used in the power system simulations, day-ahead and short-term. The day-ahead forecast is used in the SCUC model for day-ahead resource scheduling. It normally has a 1 hour resolution and up to 48 hours forecast horizon. The short-term forecast is used in the SCED model for real-time balancing operations. It has a 10 minute time resolution and up to 6 hour time horizon [20].

Forecast error can be defined in different ways, such as mean absolute error (MAE), mean square error (MSE), etc [21]. It is often convenient to use normalized values of forecast error, by dividing it by installed VER capacity. For simplicity of calculations, in this research, the forecast error is defined as the normalized standard deviation of errors (NSDE) (17):

\[
ERR = \frac{\sigma(e(t))}{P^\text{max}_{\text{VER}}} \tag{20}
\]

where \( \sigma(e(t)) \) is the standard deviation of the error term in (17). This definition of forecast error allows representation of error term in the following way:

\[
e(t) = \frac{e(t)}{\sigma(e(t))} \cdot \frac{P^\text{max}_{\text{VER}}}{P^\text{peak}_L} \cdot P^\text{peak}_L = \pi(t) \cdot ERR \cdot P_{\text{EN}} \cdot P^\text{peak}_L \tag{21}
\]

where \( \pi(t) \) is the forecast error term, normalized to unit standard deviation. An interesting fact follows from Equation (21), that the error term increases with both the increase of forecast error and penetration level. This allows generation of different simulation scenarios by independently varying these two parameters.
Equation (21) is used for both day-ahead and short-term forecast errors. However, the normalized error term \( \bar{\tau}(t) \) is different for these two cases. This separation is absolutely necessary, since they may differ by their probability distribution and power spectra. Also, for these two forecasts, forecast error ranges are different. Normally, short-term forecast error has higher accuracy compared to day-ahead forecast.

C. Variability

Variability is the fourth parameter of VER studied in this work. To the knowledge of the authors, there is no mathematical formulation of variability in the existing literature. In this section a mathematical definition of variability is introduced and its impact VER generation model is presented.

Intuitively, variability should describe how quickly VER changes its output. To establish that connection, the derivative of the power output is used:

\[
R_{VER}(t) = \frac{dP_{VER}(t)}{dt} \quad (22)
\]

Based on its definition, \( R_{VER}(t) \) should be zero-mean random process, otherwise VER output would tend to infinity, which is not possible. Thus, the probability density function (PDF) of \( R_{VER}(t) \) actually shows how quick the output of VER can change.

Based on the definition in equation (22), the variability of VER is defined as follows:

\[
VAR = \frac{\sigma(R_{VER}(t))}{P_{max}^{VER}} \quad (23)
\]

where \( \sigma(R_{VER}(t)) \) is the standard deviation of \( R_{VER}(t) \). The definition includes normalization to installed capacity, since \( R_{VER}(t) \) proportionally increases with penetration level. Unlike the other two parameters, variability has a measurement unit, which is the inverse of time. Simple derivations using Parseval’s theorem leads to the following representation of variability:

\[
VAR = \frac{\sigma(R_{VER}(t))}{P_{max}^{VER}} = \sqrt{\int_{-\infty}^{+\infty} \omega^2 G(\omega) \, d\omega} \quad (24)
\]

where \( G(\omega) \) is the power spectral density (PSD) of VER output. This definition of variability can be applied to not only VER, such as wind, solar, but also the system of the load.

The numerator of Equation (24) shows that variability is proportional to the width of the power spectrum: the wider the spectra, the higher variability. Since VER power spectra mostly have fixed shapes [22], [23], the spectra for different variability levels represent stretched or squeezed copies of each other. This transformation corresponds to a change of the time scaling. It applies on both VER output and the error term:

\[
P_{VER}(t) = \overline{P_{VER}}(\alpha t) \cdot PEN \cdot P_{L}^{peak} \quad (25)
\]

\[
e(t) = \bar{\tau}(\alpha t) \cdot ERR \cdot PEN \cdot P_{L}^{peak} \quad (26)
\]

where \( \alpha \) is the scaling factor. The higher scaling factor, the higher resulting VER variability. The dependence is linear:

\[
\alpha = \frac{VAR}{VAR_0} \quad (27)
\]

where \( VAR_0 \) is the variability of \( \overline{P_{VER}}(t) \).

D. The model of Variable Energy Resources

As already stated above, the simulations of VER integration require two sets of data: actual and forecasted VER output. The derivations from the previous subsections can be summarised in the following models for actual and forecasted VER:

\[
P_{VER}(t) = \overline{P_{VER}}(\alpha t) \cdot PEN \cdot P_{L}^{peak} \quad (28)
\]

\[
P_{VER}^F(t) = \left( \overline{P_{VER}}(\alpha t) - ERR \cdot \bar{\tau}(\alpha t) \right) \cdot PEN \cdot P_{L}^{peak} \quad (29)
\]

\[
\alpha = VAR/VAR_0 \quad (30)
\]

This set of equations defines the continuous-time VER model used in the current study. As an input, it requires the actual VER profile \( \overline{P_{VER}}(t) \) normalized to installed capacity, and the error term profile \( \bar{\tau}(t) \), normalized to unit standard deviation. The model explicitly includes four major parameters of VER identified for this study. For computer simulations, discrete-time version of the model is implemented, which is described in the next subsection.

V. Case Study

The proposed assessment method is tested for different scenarios of wind power integration. Four different integration scenarios are simulated. During each scenario, one of four VER parameters is changed within a reasonable range holding all others constant. This approach allows the study of the impact of a particular parameter on the imbalances of the system. The performance of balancing actions is evaluated by compliance to CPS’s.

Prior to assessing these four scenarios, a traditional power grid without wind integration is simulated to determine the amount of reserves and regulation the traditional system needs to maintain system balance. This approach ensures that imbalances are result of wind integration.

The scenarios are implemented as steady-state simulations in the Matlab environment. The simulations run for one week period with a time step of 1 minute that corresponds to the regulation timescale. It is assumed that faster dynamics are mitigated by inertia response of generation and demand resources.

A. Test System

The IEEE RTS-96 reliability test system is used as the physical grid model [24]. It is composed of three nearly identical control areas, with a total of 73 buses and 99 generators. The yearly peak load is 8550MW.

B. Incorporation of Wind and Load Data

Wind and load data from Bonneville Power Administration repositories [25] are used for the current case study. The best available data has a 5-minute resolution which does not satisfy the requirement of simulations with 1-minute time step. This difficulty is overcome by up-sampling the available data to 1-minute resolution. The up-sampling process is performed with use of sinc functions to not introduce distortions into the power spectrum and not change the spectral width [26].
Besides the four parameters discussed above, the VER integration into the actual physical system requires an allocation to system buses. This choice defines potential congestion occurrences which may significantly alter the results of imbalances for the same scenario. Since congestions are outside the scope of this research, the VER capacity distribution is implemented in a way that minimizes congestion probabilities: wind generation on each bus is proportional to the system load on that bus. As a first analysis, the temporal power generation profile of each wind turbine across the topology is assumed to be entirely correlated spatially. Future work can generalize this model to investigate systematic approaches to partial geographic correlation to confirm recent empirical evidence in this regard [27]. Because all the VER profiles are temporally correlated, they have the same variability, and forecast error. This facilitates addressing these parameters as single values across the power system.

C. Simulation Scenarios

Four scenarios are simulated to study the impact of wind power integration on the power system imbalances. During each scenario, the impact of changing one parameter on imbalances is studied, holding the others constant. Brief descriptions of each scenario are presented in the following paragraphs.

Scenario 0: Balancing of the traditional power system. The traditional power system is simulated without wind integration. This is the base case and defines reserve and regulation requirements for balancing the traditional system.

Scenario 1: The impact of wind penetration level ceteris paribus. The penetration level ranges from 0% to 20% of annual peak load. This scenario shows how much wind power the traditional system can accommodate, while maintaining CPS requirements.

Scenario 2: The impact of wind variability ceteris paribus. The wind variability increases from its default value by a factor of two and three. This scenario shows how the wind pattern may impact the integration experience.

Scenario 3: The impact of wind day-ahead forecast error ceteris paribus. The day-ahead forecast error ranges from 0% to 10% of installed wind capacity. This scenario shows the actual benefits that improved wind forecast may bring into the system.

Scenario 4: The impact of wind short-time forecast error ceteris paribus. The day-ahead forecast error ranges from 0% to 5% of installed wind capacity. The range here is smaller because short-term forecast error typically has better prediction accuracy.

VI. SIMULATION RESULTS AND DISCUSSION

In the base case scenario, the traditional power system is considered. The goal is to find the reserve and regulation amount necessary to keep the system balance at the required level. Thus, the optimizations are carried in two stages.

The first stage tests the system imbalances for incremental values of reserves. The results are presented in Fig. 2, where the horizontal axis is the reserve requirements, normalized to the system peak load. The performance of the system without any reserve and regulation is close to zero. Later, increase of reserve requirements also increases CPS index. However, the improvements go to saturation when amount of reserves reaches 0.027. Since further increase of reserves does not contribute to effective balancing, the amount of reserves is fixed at that level. Interestingly, the 81% saturation level is below the required 90% level. This is explained by the fact that load variability exists on all timescales. Reserve capacity can only mitigate imbalances slower than the real-time market step. Further improvements should be done by the regulation service.

![Fig. 2. Traditional power system reserve requirement calculation](image)

The second stage of the base case scenario adds regulation to the traditional system. Further improvement of balancing performance is recorded as regulation amount increases. The horizontal axis is the regulation amount normalized by the system peak load. Fig. 3 shows that CPS index crosses the required 90% level at regulation value of 0.0008. This value is also fixed for the rest of the scenarios.

![Fig. 3. Traditional power system regulation requirement calculation](image)

The first scenario tests the impact of wind penetration level on the imbalances. For this scenario, the wind is assumed to have a perfect forecast. In this case, only the introduced additional variability may affect the performance of the balancing actions. Fig. 4 shows the decay of the CPS index as wind integration increases. The horizontal axis represents the normalized penetration level as defined in Equation (18). Note
that at the beginning of the simulation the performance of the system improves a little, which seems to be inconsistent with the rest of the graph. At a low level of penetration, the wind variability may be comparable to the load variability. From that perspective, it is possible that the net load variability actually decreases over the first few points in the simulation.

The second scenario further emphasises the impact of wind variability. While keeping the penetration level fixed at 20% level, the variability increases from its default value 2 and 3 times. Unlike other scenarios, the wind variability is only tested for a few values. This is because the discrete domain implementation of Equation 25 only allows for integer scale changes. The results found in Fig. 5 show a doubling of variability drops the CPS value to around 30%. This is an indication that the system experiences severe lack of ramping capabilities. Interestingly, further increases in variability result in limited further degradation of the CPS index. This is because, in both cases, the system is not able to cope with the variability and is constantly out of balance.

The fourth and final scenario tests the impact of short term forecast error on the imbalances. Building off the 20% wind penetration level and 10% day ahead forecast error, Fig. 7 shows that that after the introduction of the short-term forecast error, the performance of the system balancing drops drastically to a level below 25%.

Thus, wind integrations into the power system brings new levels of variability and uncertainty. As the case study shows, both variability and uncertainty create significant imbalances in the system. This problem occurs because reserves and regulation requirements were calculated based on a traditional power system. To be able to maintain the system balance in the presence of, additional reserves, regulation and system flexibility should be procured. Estimation of these parameters in the case of VER integration is the subject of the sequel paper [28].

**VII. CONCLUSION**

This paper has proposed a generalized approach to the power system imbalance assessment. The power system is
modelled as an integrated enterprise consisting of three layers, namely resource scheduling, balancing actions and the physical grid. The balancing layer consists of the real-time market, the regulation service and operator manual actions. These three components work in parallel on different timescales to maintain the balance of the system.

The proposed method is tested on a wind integration case study. Four parameters of wind are identified and their impacts on power system imbalances are tested. The parameters are penetration level, variability, day-ahead and short-term forecast errors. For each of the simulation scenarios, one parameter varies holding the others constant.

The results show that wind integration generally tends to increase the system imbalances. For the first two scenarios, the penetration level and variability impacts are tested. The simulations show that the system experiences a lack of ramping capabilities, which is reflected in the reduction of balancing performance. The other two scenarios test the impacts of day-ahead and short-term forecast errors. These two scenarios indicate a high sensitivity of balancing performance to uncertainties of wind. Thus, the impact of VER on the imbalances may arise from either the variability or uncertainty of the VER.
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