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Abstract—The generation reserves play the central role for maintaining generation and consumption balance in the power system. In advance scheduled reserves compensate for forecast error, variability and transmission losses. However, reserves are costly commodity and their amount should be carefully assessed to prevent unnecessary expenses. Currently, the reserve requirements assessment techniques are mainly based on power system operator’s experience and established assumptions, and do not reflect the actual properties of the power system. In this paper a formal mathematical framework for the assessments of the reserve requirements is presented.

I. INTRODUCTION

Power balance is one of the key requirements for the reliable power system operations. To that end, system operators schedule appropriate amount of generation to meet the real-time demand. However, forecast error, load variability and transmission losses impose practical limitations on the scheduling process. Normally, this challenge is overcome with scheduling of additional generation capacity called load following reserves. Methods for determining the appropriate quantity of reserves is still an open research question. This paper uses classification of reserves as it is defined in [1], [2].

The existing industrial practice and academic literature revolves around a similar theme. As discussed in [3], the quantity of reserves is determined a posteriori on the basis of historical experience of power system operation. The standard deviation of potential imbalances, $\sigma$, is determined from the forecast error or the net load variability. Then, the load following reserves are defined to cover the appropriate confidence interval in compliance with the North American Electric Reliability Corporation (NERC) balancing requirements: NERC defines the minimum score for Control Performance Standard 2 (CPS2) equal to 90% [4]. Under the assumption of normal distribution, $2\sigma$ confidence interval is chosen [3], [5]. Other studies have used a $3\sigma$ confidence interval [6], [7] to comply with the industry standard of 95% [8].

These industrial and academic works essentially make the following assumptions in their calculations of load following reserves for the next relevant period of time.

Assumption 1. Invariant Probability Density Function of Imbalances: The probability density function of the power system imbalances measured over the previous period will be of the same functional shape in the next period. Normally, it is assumed that the imbalances have a normal distribution.

Assumption 2. Equivalence of Standard Deviations: The standard deviation of power system imbalances is equivalently determined by either the net load variability or the forecast error. Some works use variability [3], [9], [10], while others use the forecast error [7], [11]–[13].

Assumption 3. Invariant Standard Deviation: The standard deviation in the next period will be of the same magnitude as in the current period.

Assumption 4. Non-dependence on Power System Operator Decisions & Control: The standard deviation of power system imbalances does not depend on the endogenous characteristics of the power system operator decisions and control. According to the Assumption 2, it depends only on variability and forecast error, which can be viewed as exogenous disturbances to the power system operation and control.

While these assumptions have been made out of a level of engineering practicality, it is unlikely that they are formally true. Assumption 1 suggests that the power system’s stochastic processes retain their characteristics from one period to the next in the form of normal distribution, which has no numerical evidence [14]–[16]. In regards to Assumption 2, a perfectly forecasted but highly variable net load still requires more load following reserves than a modestly variable net load [17]. Similarly, a high forecast error will require greater reserves than low forecast error [17]. Therefore, the reserve requirements is more likely to depend on both variability and forecast error. Meanwhile, Assumption 3 suggests that power system does not evolve over the long term. However, the variables such as the variable energy resource (VER) penetration level and capacity factor, the forecast error, the net load variability, and the resource scheduling time step all have the potential to change over the term. Finally, the recent Federal Energy Regulatory Commission (FERC) requirement to change the minimum frequency of the balancing market from 1 hour to 15 minutes suggests that power system imbalances do depend on the power system’s endogenous characteristics contrary to Assumption 4. A more detailed discussion of the potential invalidity of these assumptions can be found in [17].

This paper presents an enhanced analytical method to determine the quantity of load following reserves a priori with a set
of assumptions that are more closely supported by numerical evidence and analytical models. It is organized as follows. Section II provides the background of the problem and the fundamental definitions, Section III presents the methodology of the reserve requirements calculation and Section IV summarizes the results and presents the future work.

II. BACKGROUND

This section provides the conceptual background necessary for the operating reserves calculation methodology presented in the following section. This consists of an introduction to security-constrained unit commitment and definition of a number of fundamental terms.

A. Power Grid Enterprise Control

In this paper, the power system operations are modeled as a two-layer enterprise control as presented in Fig. 1. The balancing is performed through three consecutive stages, namely security-constrained unit commitment (SCUC), security-constrained economic dispatch (SCED) and regulation. Each consecutive stage operates at a smaller timescale, that allows successive improvements of power balance. The separation into the layers is based upon the system operator participation level in each stage. The top layer consists of a SCUC and a SCED, which are optimization programs operated by the system operator to derive the most cost-efficient balancing scenario. The bottom layer is the physical grid with the regulation that responds to the imbalances automatically.

![Figure 1: A two-layer power grid enterprise control model](image)

At the first stage, the SCUC uses the day-ahead net load forecast \( \hat{P}_{DA} \) to schedule generation that meets the real-time net load \( P(t) \). Since the forecast is not perfect, imbalances remain at the SCUC output:

\[
\Delta P_{DA}(t) = P(t) - \hat{P}_{DA}(t)
\]

(1)

Power system operators also schedule load following reserves to mitigate the imbalance (1) in the next stage:

\[
P_{reg} = \beta_{DA} \sigma_{DA}
\]

(2)

where \( \sigma_{DA} \) is the assumed standard deviation of (1) and \( \beta_{DA} \) is the confidence interval multiplier of \( \sigma_{DA} \).

At the second stage, the SCED uses the scheduled reserves to re-dispatch the generation based on the real-time state of the system. The short-term forecast \( \hat{P}_{ST}(t) \) is used as an input which results in the following imbalance at the SCED output:

\[
\Delta P_{ST}(t) = P(t) - \hat{P}_{ST}(t)
\]

(3)

It should be noted that imbalances at this stage are smaller since SCED uses a more accurate forecast and operates at a smaller timescale.

At the third stage, the physical grid uses the regulation to mitigate the imbalances. The regulation requirement determination is similar to one of reserves and can be presented as:

\[
P_{reg} = \beta_{ST} \sigma_{ST}
\]

(4)

where \( \sigma_{ST} \) is the assumed standard deviation of the input imbalance (3) and \( \beta_{ST} \) is the confidence interval multiplier. The remaining imbalance \( I(t) \) is in the acceptable range if appropriate amounts of reserves and regulation are scheduled.

The next subsection presents a SCUC formulation which is essential and the primary focus of this reserve requirement determination. Furthermore, as the day-ahead forecast error is the only forecast to be used in further calculations, it will be referred to as simply the forecast for the remainder of the paper.

B. Security-Constrained Unit Commitment

A security-constrained unit commitment (SCUC) is formulated as a linear mixed-integer program [18]:

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{N_i} \sum_{t=1}^{T} \left( w_{i,t}^G C_i^G + C_i^L p_i^{G} + w_{i,t}^0 C_i^0 \right) \\
\text{s.t.} & \quad \sum_{i=1}^{N_i} p_{i,t}^G = \hat{P}_t \\
& \quad -R_i^G_{\text{max}} T_h \leq p_{i,t}^G - p_{i,t-1}^G \leq R_i^G_{\text{max}} T_h \\
& \quad w_{i,t}^G p_i^G_{\text{min}} \leq p_{i,t}^G \leq w_{i,t}^G p_i^G_{\text{max}} \\
& \quad w_{i,t} = w_{i,t-1} + w_{i,t}^N - w_{i,t}^f \\
& \quad \sum_{i=1}^{N_i} w_{i,t}^G \left( p_i^G_{\text{max}} - p_i^G_{\text{min}} \right) \geq P_{\text{res}}
\end{align*}
\]

(5)

(6)

(7)

(8)

(9)

(10)

where the following notations are used:

- \( C_i^G, C_i^L, C_i^0 \): fixed, generation (fuel), startup and shutdown costs of generator \( i \)
- \( p_i^G \): power output of generator \( i \) at time \( t \)
- \( \hat{P}_t \): net load power forecast at time \( t \)
- \( p_i^G_{\text{min}}, p_i^G_{\text{max}} \): max/min power limits of generator \( i \)
- \( R_i^G_{\text{max}}, R_i^G_{\text{min}} \): maximum ramping rate of generator \( i \)
- \( N_i, N_G \): number of \( T_h \) intervals in one day and number of generators
- \( T_h \): scheduling time step, normally, 1 hour
- \( w_{i,t}^N, w_{i,t}^f \): startup/shutdown indicators of generator \( i \)
- \( P_{\text{res}} \): system reserve power requirements
C. Fundamental Definitions

In order to facilitate the usage of this work across different power systems, a number of non-dimensional quantities are introduced.

**Definition 1.** Penetration Level (PEN): The installed VER capacity $P_{\text{max}}$ normalized by the system peak load $P_{\text{peak}}$ [19]:

$$\text{PEN} = \frac{P_{\text{max}}}{P_{\text{peak}}}$$

**Definition 2.** VER Capacity Factor (CAP): The average VER power output $P_{\text{VER}}(t)$ per installed capacity taken over a period $T$ (e.g. 1 year):

$$\text{CAP} = \frac{P_{\text{VER}}(t)}{P_{\text{max}}}$$

That $T$ is over the duration of a planning time scale allows the assumption that $T$ is large enough to allow the analysis of the given dataset with $T \to \infty$.

Next, it is important to introduce the concept of variability as it is applied to the VERs, the load, and/or the net load. Intuitively speaking, the variability of each of these plays a significant role in the determination of the reserve requirement. Nevertheless, no mathematical definition of variability has been found in the literature. Intuitively speaking, variability is associated with the typical rates of change of a given output. In this paper, it is defined as:

**Definition 3.** Variability (VAR): Given the choice of a given output $P(t)$ (e.g. the VER generation, the load, the net load), the variability of that output is the standard deviation of that output’s rate of change normalized by the installed capacity:

$$\text{VAR} = \frac{\text{std}(dP(t)/dt)}{P_{\text{max}}}$$

Furthermore, the expression of the variability in the spectral domain is introduced for convenience and the practical purpose of revealing the connection between the variability and spectral characteristics. The average value of $dP(t)/dt$ is calculated first:

$$\mu = \frac{1}{T} \int_0^T \frac{dP(t)}{dt} \, dt = \frac{P(T) - P(0)}{T}$$

For a long time series, $\mu$ can be assumed to equal zero. Thus, the standard deviation can be represented as:

$$\text{std}^2 = \frac{1}{T} \int_0^T \left(\frac{dP(t)}{dt}\right)^2 \, dt$$

Using Parseval’s theorem and the differentiation property of the Fourier transform, Equation (15) takes the following form:

$$\text{std}^2 = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} |\omega P(\omega)|^2 \, d\omega = \int_0^{+\infty} \omega^2 |P(\omega)|^2 \, d\omega$$

($^*$) denotes the complex conjugate. $P(\omega)$ is the truncated Fourier transform of $P(t)$. Using the definition of the power spectrum, Equation (16) takes the following form:

$$\text{std}^2 = \frac{1}{P_{\text{max}}} \int_{-\infty}^{+\infty} \omega^2 G(\omega) \, d\omega$$

where $G(\omega)$ is the power spectrum of $P(t)$. Substituting Equation (17) into Equation (13) yields the following formula for the variability:

$$\text{VAR} = \frac{\sqrt{\int_{-\infty}^{+\infty} \omega^2 G(\omega) \, d\omega}}{P_{\text{max}}}$$

Equation (18) can then be tested for different variabilities. Since the power spectra of the VER and load have distinctive shapes, the way to change the variability of the profile without distorting its spectral shape is temporal scaling of the signal. Assume that a default profile $P_0(t)$ has a variability $\text{VAR}_0$ and $P(t)$ is related to it in the following way:

$$P(t) = P_0(\alpha t)$$

To calculate the variability of $P(t)$, its power spectrum should be calculated from the truncated Fourier transform:

$$P(\omega) = \frac{1}{\sqrt{2\pi}} \int_0^T P_0(\omega t) e^{-j\omega t} \, dt = \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{\alpha T}} \int_0^{\alpha T} P_0(t) e^{-j\omega t} \, dt$$

Since $T \to \infty$, $\alpha T$ can be replaced by $T$. Thus:

$$P(\omega) = \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{\alpha T}} \int_0^T P_0(t) e^{-j\omega t} \, dt = \frac{1}{\sqrt{\alpha}} P_0 \left( \frac{\omega}{\alpha} \right)$$

Substituting Equation (21) into Equation (18), the variability of $P(t)$ takes the following form:

$$\text{VAR} = \frac{\int_{-\infty}^{+\infty} \omega^2 G_0(\frac{\omega}{\alpha}) \, d\omega}{P_{\text{max}}} = \alpha \cdot \frac{\int_{-\infty}^{+\infty} \omega^2 G_0(\omega) \, d\omega}{P_{\text{max}}}$$

Considered that $\omega$ is over the interval $(-\infty; +\infty)$, $\omega/\alpha$ can be replaced by $\omega$. Thus:

$$\text{VAR} = \frac{\int_{-\infty}^{+\infty} \omega^2 G_0(\omega) \, d\omega}{P_{\text{max}}} = \alpha \cdot \text{VAR}_0$$

Thus, $\alpha$ can be viewed as a scaling factor between given profile and the default profile variabilities:

$$\alpha = \frac{\text{VAR}}{\text{VAR}_0}$$

Finally, it is important to introduce a number of definitions in regards to the forecast and its error. They may be understood graphically as shown in Fig. 2. Fundamentally speaking, while the net load is a continuously varying function in time, the forecast has discrete values resolved with each day ahead market time block (e.g. 1 hour). Therefore, the two quantities are inherently mismatched. Instead, the “Best Forecast” and the “Best Forecast Profile” are taken to be:

**Definition 4.** The Best Forecast: Given the choice of a given output $P(t)$ (e.g. the VER generation, the load, the net load), the forecasted value of the output $P_k$ is equivalent to the average value of the output during the $k$th day-ahead market time block of duration $T_k$:

$$P_k = \frac{1}{T_k} \int_{kT_k}^{(k+1)T_k} P(t) \, dt$$
Definition 5. Best Forecast Profile: A constant times series at
the value of the best forecast over the given $T_h$ interval.

$$\hat{P}(t) = P_k, \ kT_h \leq t < (k+1)T_h$$  \hspace{1cm} (26)$$

Similarly, the forecast error definition is based on the deviation between the actual forecast and the best forecast, which in turn may be defined by various measures such as mean absolute error (MAE), mean square error (MSE) [20]. It is also often convenient to normalize the load and VER forecast errors by the peak load and the installed capacity respectively.

Definition 6. Load Forecast Error (ERR): The standard deviation of the difference between the best and the actual load forecasts normalized by the peak load:

$$ERR_L = \sqrt{\frac{1}{n} \sum_{k=0}^{n} (\hat{P}_k - P^L_k)^2}$$  \hspace{1cm} (27)$$

Definition 7. VER Forecast Error (ERR): The standard deviation of the difference between the best and the actual VER forecasts normalized by the installed capacity:

$$ERR_{VER} = \sqrt{\frac{1}{n} \sum_{k=0}^{n} (\hat{P}_{VER}^k - P_{VER}^k)^2}$$  \hspace{1cm} (28)$$

This work assumes that the forecast deviation of both load and VER have zero average:

$$\sum_{k=0}^{n} (P_k - \hat{P}_k) = \sum_{k=0}^{n} (P^L_k - \hat{P}^L_k) = \sum_{k=0}^{n} (P_{VER}^k - \hat{P}_{VER}^k) = 0$$  \hspace{1cm} (29)$$

Also, it is assumed that the forecast errors of load and VER are not correlated:

$$\sum_{k=0}^{n} \left[ (P^L_k - \hat{P}_k) (P_{VER}^k - \hat{P}_{VER}^k) \right] = 0$$  \hspace{1cm} (30)$$

III. LOAD FOLLOWING RESERVE CALCULATION METHODOLOGY

As stated in the Section II, the generation scheduling process is performed based on the solution of the SCUC problem. However, in real power systems the scheduled generation never matches the actual required output. In the current study three factors are identified, that affect this mismatch:

- **Forecast error.** The SCUC problem is solved based on the day-ahead net load forecast. However, the real time net load output never matches the forecasted value, since each forecasting process has limited accuracy. The resulting forecast error contributes to the mismatch.

- **Scheduling time step.** The SCUC problem has a limited time resolution: usually the scheduled values are given on a hourly basis. However, the real-time power output changes constantly, which makes matching of scheduled and actually required generation impossible.

- **Transmission losses.** Constraint (6) reflects a lossless power balance equation. However, in a real power system the losses also participate in the power balance. Absence of the loss term also increases the mismatch.

To facilitate the calculation of the load following reserves in this paper, the system is assumed to be lossless. Future work will address this limitation.

A. The Strategy

While the existing reserve requirement determination techniques are driven by the Assumptions 1-4, the current paper seeks to test these assumptions and propose an analytical model that changes the reserve requirement determination framework from assumptions to equations. As the first step, an analytical expression for the standard deviation of the potential imbalances is derived that contains the system parameters explicitly:

$$\sigma (P_{EN}, CAP, VAR, ERR, T_h)$$  \hspace{1cm} (31)$$

This expression provides an *a priori* determination of how reserve requirements evolve as the system evolves and hence are sufficient to comprehensively test the validity of Assumptions 2-4. Next, the shape of the probability density function potential imbalances is studied under a variety of scenarios to test the credibility of Assumption 1. Such an analysis helps in the numerical determination of $\alpha$ in Equation (2) to give a final estimate of the necessary load following reserves.

This strategy gains further importance by virtue of the fact that the majority of the calculations of Equation (31) are carried out in the spectral domain. Previous work in the literature has shown that the power spectra of VER generation and load have distinctive shapes [21], [22] which may be described by the very same parameters as in Equation (31). Therefore, the method presented in this paper allows a load following reserve calculation which may be generalized to different VER integration scenarios.

B. The Statistical Moments

This section is devoted to the calculation of the average value and the standard deviation of imbalance (1). First, the average value of the imbalance is calculated straightforwardly and then a more involved calculation of the standard deviation is presented.
1) The Average Value of Imbalances: By definition, the average value of imbalance (1):

\[
m = \frac{1}{T} \int_0^T (P(t) - \bar{P}(t)) \, dt = \frac{1}{nT_h} \int_0^{nT_h} (P(t) - \bar{P}(t)) \, dt = \frac{1}{n} \sum_{k=0}^{n-1} (P_k - \bar{P}_k) = 0
\]

where \( n = T / T_h \) is the integer number of \( T_h \) intervals in the data set. The imbalance is a zero mean stochastic process. The calculation of the standard deviation is presented in the following section.

2) The Standard Deviation of Imbalances: By definition, the standard deviation of imbalance (1) is:

\[
\sigma^2 = \frac{1}{T} \int_0^T (P(t) - \bar{P}(t))^2 \, dt = \frac{1}{T} \int_0^T \left( [P(t) - \bar{P}(t)] + [P(t) - \bar{P}(t)] \right)^2 \, dt = \frac{1}{T} \int_0^T (P(t) - \bar{P}(t))^2 \, dt + \frac{1}{T} \int_0^T (P(t) - \bar{P}(t))^2 \, dt + \cdots + \frac{1}{T} \int_0^T (P(t) - \bar{P}(t))^2 \, dt
\]

Each component is calculated separately.

\[
\sigma_{12}^2 = \frac{1}{T} \int_0^T (P(t) - \bar{P}(t)) (P(t) - \bar{P}(t)) \, dt = \frac{1}{nT_h} \int_0^{nT_h} (P(t) - \bar{P}(t)) (P(t) - \bar{P}(t)) \, dt = \frac{1}{n} \sum_{k=0}^{n-1} \left[ \int \left( \frac{(k+1)/T_h}{T_h} (P(t) - \bar{P}(t))(P(t) - \bar{P}(t)) \right) \right] = \frac{1}{n} \sum_{k=0}^{n-1} \int (P_k - \bar{P}_k) (P_k - \bar{P}_k) \, dt = \frac{1}{n} \sum_{k=0}^{n-1} (P_k - \bar{P}_k)(P_k - \bar{P}_k) = 0
\]

Next, \( \sigma_2 \) is calculated as follows:

\[
\sigma_2^2 = \frac{1}{T} \int_0^T (P(t) - \bar{P}(t))^2 \, dt = \frac{1}{nT_h} \int_0^{nT_h} (P(t) - \bar{P}(t))^2 \, dt = \frac{1}{n} \sum_{k=0}^{n-1} \int (P_k - \bar{P}_k)(P_k - \bar{P}_k) \, dt = \frac{1}{n} \sum_{k=0}^{n-1} (P_k - \bar{P}_k)(P_k - \bar{P}_k) = \frac{1}{n} \sum_{k=0}^{n-1} \left( p_{kT}^2 - \bar{P}_k^2 \cdot (P_k^{VER} - \bar{P}_k^{VER}) \right)^2 = \frac{1}{n} \sum_{k=0}^{n-1} \left( P_k^{VER} - \bar{P}_k^{VER} \right)^2 + \frac{1}{n} \sum_{k=0}^{n-1} \left( p_{kT}^2 - \bar{P}_k^2 \right)^2 + \frac{2}{n} \sum_{k=0}^{n-1} (p_{kT}^2 - \bar{P}_k^2)(P_k^{VER} - \bar{P}_k^{VER}) = \sigma_{2L}^2 + \sigma_{2V}^2 + 2 \sigma_{2LV}^2
\]

where the third term is zero according to the Equation (30). Equation (35) can be expressed by the forecast errors introduced in Equations (27) and (28):

\[
\sigma_{2L} = ERR_L \cdot P_{L}^{peak} \\
\sigma_{2V} = ERR_{VER} \cdot P_{L}^{max} = ERR_{VER} \cdot PEN \cdot P_{L}^{peak} + P_{L}^{peak}
\]

In the calculation of \( \sigma_1 \), normalized profiles of load and VER output are used in the following form:

\[
\hat{P}_L(t) = \frac{P_L(t)}{P_{L}^{peak}} \cdot P_{L}^{peak} = p_L(t) \cdot P_{L}^{peak} \\
\hat{P}_{VER}(t) = \frac{P_{VER}(t)}{P_{L}^{max}} \cdot P_{L}^{max} \cdot P_{L}^{peak} = \hat{P}_{VER}(t) \cdot CAP \cdot PEN \cdot P_{L}^{peak}
\]

The same normalizations are used for \( \hat{P}_L(t) \) and \( \hat{P}_{VER}(t) \) correspondingly. Drawing upon Equation (33), the expression for \( \sigma_1 \) with normalized profiles is represented as:

\[
\sigma_1^2 = \frac{1}{T} \int_0^T (\hat{P}(t) - \hat{P}(t))^2 \, dt = \frac{1}{T} \int_0^T \left( (P_L(t) - \hat{P}_L(t))^2 + (\hat{P}_L(t) - \hat{P}_L(t))^2 \right) \, dt = \frac{1}{T} \int_0^T \hat{P}_L(t)(\hat{P}_L(t) - \hat{P}_L(t))^2 \, dt + \frac{2}{T} \int_0^T \hat{P}_L(t)\hat{P}_L(t) \, dt
\]

where \( x \) and \( y \) can refer to both load and VER. As mentioned in Section III-A, the calculations of Equation (41) is performed in the spectral domain. According to the Parseval’s theorem:
The goal now is to express \( \bar{P}^i(\omega) \) and \( \bar{P}^o(\omega) \) in terms of \( P^i(\omega) \) and \( P^o(\omega) \) correspondingly. Equation (21) is used to incorporate the variability into the calculations. Since only linear manipulations of the spectra are used, the following two expressions can be written in the case of incorporated variability:

\[
P^i(\omega) = p \left( \omega, 1 \sqrt{\alpha} P^o(\omega) \right) = \frac{1}{\sqrt{\alpha}} p \left( \omega, P^o(\omega) \right) \tag{43}
\]

\[
P^o(\omega) = p \left( \omega, 1 \sqrt{\alpha} P^o(\omega) \right) = \frac{1}{\sqrt{\alpha}} p \left( \omega, P^o(\omega) \right) \tag{44}
\]

Substituting Equations (43) and (44) into (42) leads to:

\[
\sigma^2_{xy} = \int_{-\infty}^{+\infty} E \left[ \left( P^i(\omega) - \frac{1}{\sqrt{\alpha}} p \left( \omega, P^o(\omega) \right) \right) \cdot \left( P^o(\omega) - \frac{1}{\sqrt{\alpha}} p \left( \omega, P^o(\omega) \right) \right) \right] d(\omega) \tag{45}
\]

Since the integration in Equation (45) goes over \((-\infty, +\infty)\), the substitution \( \omega/\alpha = p \) can be made:

\[
\sigma^2_{xy} = \int_{-\infty}^{+\infty} E \left[ \left( P^i(\omega) - P(\alpha p, P^o(\omega)) \right) \cdot \left( P^o(\omega) - P(\alpha p, P^o(\omega)) \right) \right] d(\omega) \tag{46}
\]

Since \( \bar{P}^i(\omega) \) and \( \bar{P}^o(\omega) \) are calculated similarly, only one profile is considered and the superscripts \( x, y \) are omitted. The following section is devoted to the time-domain demonstration of the processing steps, which clarifies the logic of the spectral domain manipulations later.

3) Time Domain Demonstration: The transformation from \( p[n] \) into \( \bar{p}[n] \) has four steps as demonstrated in Fig. 3:

**Step 1: Averaging.** Averaging calculates the average of the input for one scheduling time step \( T_h \):

\[
P_1[n] = \frac{1}{N} \sum_{k=0}^{N-1} p[n-k] \tag{47}
\]

where \( N = T_h/T_s \) is the number of samples in \( T_h \), \( T_s \) is the data sampling. From the whole profile only the last samples of each \( T_h \) interval should be captured now. To that end, down sampling of the profile with \( T_h \) step should be performed. Since the downsampling process starts from the first sample a phase adjustment of the profile is required.

**Step 2: Phase Adjustment.** Phase adjustment shifts the profile by \( N - 1 \) samples:

\[
P_2[n] = P_1[n - (N - 1)] \tag{48}
\]

**Step 3: Downsampling.** The profile is downsampled with period \( T_h \):

\[
P_3[n] = \begin{cases} 
  P_2[n], & n = k \cdot N; \\
  0, & \text{otherwise}.
\end{cases} \tag{49}
\]

**Step 4: Summing.** The last step is to turn single samples into rectangles for each interval. Since each interval contains only one non-zero sample, summing the recent \( N \) samples for each point in the interval yields the value of the same sample:

\[
P_4[n] = \sum_{k=0}^{N-1} P_2[n - k] \tag{50}
\]

Fig. 3 shows, that consecutive implementation of these four processing steps convert \( p[n] \) into \( \bar{p}[n] \). The next paragraph implements these four steps in the spectral domain.

4) Frequency Domain Calculations: The same processing steps described in the previous section are implemented in the spectral domain.

**Step 1: Averaging.** Using the linearity and translation properties of the Fourier transform, Equation (47) takes the following form in the spectral domain:

\[
P_1(\omega) = \frac{1}{N} \sum_{n=0}^{N-1} P(\omega) e^{-jn\omega T_s} \tag{51}
\]

Using the formula for the sum of geometric progression:

\[
P_1(\omega) = \frac{1}{N} P(\omega) \frac{1 - e^{-jN\omega T_s}}{1 - e^{-j\omega T_s}} = \frac{1}{N} P(\omega) \frac{1 - e^{-j\omega T_s}}{1 - e^{-j\omega T_s}} \tag{52}
\]

**Step 2: Phase Adjustment.** Using the translation property of the Fourier transform, Equation (48) takes the following form in the spectral domain:

\[
P_2(\omega) = P(\omega) e^{j\omega(N-1)T_s} = \frac{1}{N} P(\omega) \frac{1 - e^{-j\omega T_s}}{1 - e^{-j\omega T_s}} e^{j\omega(N-1)T_s} \tag{53}
\]

**Step 3: Downsampling.** The spectrum of the downsampled profile has the following form:
The multiplier $1/(1 - e^{-j\omega T_\alpha})$ in Equation (59) is a periodic function that matches $1/\omega$ very well at low frequencies. Its multiplication by the sum of the shifted spectral copies makes the copies far from the center appear very small. Thus, it can be replaced by $1/\omega$. Also, since $1/\omega$ decays monotonically, it mitigates all the copies outside the range, thus the summation can be done over infinity. This also makes the final expression independent of the sampling frequency:

$$P(\omega) = \frac{1}{\alpha T_h^2} \cdot \sum_{n=-\infty}^{+\infty} \left[ \frac{1}{\pi} \left( \frac{\omega - 2\pi m}{\alpha T_h} \right) \right] \left( \frac{1 - e^{-j\omega T_h}}{\omega} \right) e^{i\omega T_h} \tag{60}$$

Finally, making the substitution $\omega/\alpha = \omega$ discussed in Equations (45) and (46) leads to the final expression:

$$P(\omega) = \frac{1}{(\alpha T_h)^2} \cdot \sum_{n=-\infty}^{+\infty} \left[ \frac{1}{\pi (\omega - 2\pi m/\alpha T_h)} \right] \left( \frac{1 - e^{-j\omega T_h}}{\omega} \right) e^{i\omega T_h} \tag{61}$$

Equation (61) clearly shows that the variability and the scheduling time step appear everywhere as multipliers. This means, that the impact of increased variability on the system can be effectively mitigated by reduced scheduling time step. Substituting Eq. (61) into (46), the resulting expression depends on the following components:

$$R \left( \omega - \frac{2\pi m}{\alpha T_h}, \omega - \frac{2\pi n}{\alpha T_h} \right) = E \left[ P^* \left( \omega - \frac{2\pi m}{\alpha T_h} \right) P \left( \omega - \frac{2\pi n}{\alpha T_h} \right) \right] \tag{62}$$

for all values of $m$ and $n$, which are the samples of the spectrum correlation function. The correlation happens between mixed copies of VER and load spectrum.

### C. The Probability Distribution Shape Consideration

Once the standard deviation has been calculated according to Equation (31), the paper can return to the determination of $\beta_{DA}$ found in Equation (2). To that end, probability distribution of Equation (1) is studied, which also allows revising the Assumption 1. This is achieved by varying the probability density of Equation (1) with different values of penetration level, forecast error and variability. Changes in capacity factor and scheduling time step would have similar impact as penetration level and variability respectively. Fig. 4 shows the associated probability density function normalized to unit standard deviation. Here, the family of probability density profiles largely differ from each other and do not have normal shape in contradiction to Assumption 1.

In spite of this, what is more important in the reserve requirement calculation is confidence intervals for the given probabilities. Therefore, the associated family of cumulative distribution function (CDF) is represented in Fig. 4. Although there is still a significant difference amongst them, in the scope of this work only the 90% and 95% confidence intervals are of the most interest. As Table I shows, the 90% and 95% confidence intervals generally agree for the wide ranges of penetration level, forecast error and variability. The inaccuracy, defined here as the ratio of the standard deviation and average
One of the goals also can be to extend the calculations to the impact of the calculated reserves on the system performance. A set of validating simulations should be performed to study the results applicable to a real power system. Furthermore, a ration of the loss term in the calculations is required to make literature.

value, is comparably very small. Thus, it can be concluded that the reserve requirements for these two confidence intervals are:

\[
\hat{\rho}_{90\%} \approx 1.7\sigma \tag{63}
\]

\[
\hat{\rho}_{95\%} \approx 2.2\sigma \tag{64}
\]

where \(\sigma\) is calculated according to Equation (33).

Table I: 90% and 95% confidence intervals

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Min</th>
<th>Max</th>
<th>Inaccuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>-1.5789</td>
<td>-1.7005</td>
<td>0.07%</td>
</tr>
<tr>
<td>95%</td>
<td>1.5478</td>
<td>1.6448</td>
<td>0.04%</td>
</tr>
<tr>
<td>2.5%</td>
<td>-2.0419</td>
<td>-2.2183</td>
<td>0.04%</td>
</tr>
<tr>
<td>97.5%</td>
<td>2.0128</td>
<td>2.1630</td>
<td>0.08%</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS AND FUTURE WORK

The framework, established in this works allows an assessment of power system load following reserve requirements. It is based on analytical derivations of the standard deviation that shows that the reserve requirements depends on non-dimensional parameters of the power system and the net load. This result is contrary to the assumptions in the existing literature.

Few points are picked as future research directions. Incorporation of the loss term in the calculations is required to make the results applicable to a real power system. Furthermore, a set of validating simulations should be performed to study the impact of the calculated reserves on the system performance. One of the goals also can be to extend the calculations to the ramping reserves and regulation services.
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