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Abstract—Recently, the academic and industrial literature has coalesced around an enhanced vision of the electric power grid that is intelligent, responsive, dynamic, adaptive and flexible. One particularly emphasized “smart-grid” property is that of resilience where healthy regions of the grid continue to operate while disrupted and perturbed regions bring themselves back to normal operation. Multi-agent systems have recently been proposed as a key enabling technology for such a resilient control scheme. While the power system literature has often addressed multi-agent systems, many of these works did not have resilience as the central design intention. This paper now has a two-fold purpose. First, it seeks to identify a set of multi-agent system design principles for resilient coordination and control of future power systems. To that end, it draws upon an axiomatic design for large flexible engineering systems model which was recently used in the development of resilience measures. From this quantitative model, a set of design principles are easily distilled. Second, the paper assesses the adherence of existing multi-agent system implementations with respect to these design principles. The paper concludes that while many multi-agent systems have been developed for power grids, they have been primarily intended as the decentralization of a particular decision-making/control algorithm. Thus many of the works make only limited contributions to power grid resilience.
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I. INTRODUCTION: RESILIENCE IN POWER SYSTEM COORDINATION & CONTROL

Recently, the academic and industrial literature has coalesced around an enhanced vision of the electric power grid that is intelligent, responsive, dynamic, adaptive and flexible [1]–[3]. One particularly emphasized “smart-grid” property is that of resilience where healthy regions of the grid continue to operate while disrupted and perturbed regions bring themselves back to normal operation. This is a cyber-physical grand challenge [4], [5]. It requires a fundamental evolution in the power grid’s physical structure with a corresponding change in the grid’s many layers of control and optimization algorithms [6]. Naturally, these must be considered holistically to achieve the end goal of system resilience.

In regards to the grid’s physical structure, one emerging concept is that of microgrids [7]. These microgrids are defined as electric power systems that: have distributed renewable and thermal energy generation as well as conventional and dispatchable loads. They also have the ability to operate while connected or disconnected from the main power grid [8]–[11]. The high penetration of renewable energy resources introduces new dynamics into these microgrids at all timescales [12], [13]. Furthermore, the introduction of dispatchable energy resources on the demand side suggests an explosion in the number of active devices which require control and coordination [3], [6].

Naturally, a wide array of microgrid literature has emerged to address their control and optimization. Traditional power grid operation and control is a hierarchical structure with three layers [14], [15] that spans multiple power grid timescales. These include a primary and a secondary control and a tertiary dispatch. Many microgrid control and optimization developments have drawn from this traditional hierarchical approach with customizations to account for the unique features found in microgrids [8]–[11]. Generally speaking, each of these layers have typically been addressed individually despite their interdependence. More recent work instead advocates a holistic enterprise control approach [6], [16]–[18] where all three layers are simultaneously synthesized, analyzed and simulated.

The microgrid control and optimization developments mentioned above have generally been centralized in nature and thus they have limited resilience with respect to being able to connect and disconnect while certain microgrids are perturbed or disrupted. Furthermore, it is important to consider how multiple microgrids will interact with each other as “peer” regions [19]. Similarly, recent work has advocated resilient control systems [20], [21] built upon open, distributed, and interoperable architectures [4], [5], [22] of the power grid as an integrated cyber-physical system. Multi-agent systems have often been proposed as a key-enabling technology for such a resilient control. The most recent work in this regard is consonant with an enterprise control approach and suggests a hierarchy of agents that address power system management, coordination, and real-time execution control [20], [21].

The application of multi-agent systems in the power systems domain is well-established [23]–[27]. While their original application was often for power system market simulation [28], they have also been used in the context of power
system stability control [29]. And yet, the prevailing intention behind these developments is the decentralization of a particular decision-making/control algorithm rather than the development of resilience as a system property. While the former is necessary for the latter, it is far from sufficient.

A. Paper Outline

The purpose of this paper is therefore two-fold. First, it seeks to identify a set of multi-agent system design principles. Second, it assesses the adherence of existing MAS implementations with respect to these design principles. To these ends, the paper is organized as follows. Section II Background: Axiomatic Design for Large Flexible Engineering Systems Model section 2 presents as background an Axiomatic Design [30] model which was used in the development of resilience measures for large flexible engineering systems. Section II- IDesign Principles for Resilience in Power Systems section 3 then uses the model to distill a set of MAS design principles that facilitate greater power system resilience. Section IV Adherence of Existing MAS Implementations to Design Principles section 4 then assesses the adherence of some recent MAS implementations with respect to these design principles. The paper is brought to a conclusion in Section V Conclusions & Future Work section 5.

II. BACKGROUND: AXIOMATIC DESIGN FOR LARGE FLEXIBLE ENGINEERING SYSTEMS MODEL

Recently, a set of resilience measures have been developed for large flexible engineering systems [31], [32]; as a class of systems to which power systems belong.

Definition 1. Large Flexible Engineering System (LFES) [30]: an engineering system with many functional requirements (i.e. system processes) that not only evolve over time, but also can be fulfilled by one or more design parameters (i.e. system resources).

These measures relied on an axiomatic design model [31]–[33] which is summarized here as a collection of definitions upon which the remainder of the discussion is founded. The interested reader is referred to previous works for further discussion and illustrative examples [31]–[38].

At its foundation, Axiomatic Design for Large Flexible Engineering Systems is built upon a mapping of systems processes \((P)\) to system resources \((R)\) [30]–[38]. It takes the form of a design equation

\[
P = J_S \odot R
\]

where \(J_S\) is a binary matrix called a LFES “knowledge base”, and \(\odot\) is “matrix boolean multiplication”.

Definition 2. LFES Knowledge Base [31]–[37]: A binary matrix \(J_S\) of size \(\sigma(P) \times \sigma(R)\) whose element \(J_S(w, v) \in \{0, 1\}\) is equal to one when action \(e_{uw} \in E_S\) exists (where \(\sigma()\) gives the size of a set).

In other words, the system knowledge base itself forms a bipartite graph which maps the set of system processes to their resources. Each individual mapping represents the existence of a system capability. The system processes and resources may be defined at any level of abstraction and axiomatic design encourages functional and physical decomposition with successive stages of engineering design. As is common in multi-agent system research, the system’s processes are defined to include both underlying physical function as well as the supporting enterprise control activities required for their operation [33], [34].

Essential to the development of the model is the specialization of these system processes and resources. The resources \(R = M \cup B \cup H\) may be classified into transforming resources \(M = \{m_1 \ldots m_{\sigma(M)}\}\), independent buffers \(B = \{b_1 \ldots b_{\sigma(B)}\}\), and transporting resources \(H = \{h_1 \ldots h_{\sigma(H)}\}\) [31]–[36]. The set of buffers \(B_S = M \cup B\) is also introduced for later simplicity. Similarly, the high level system processes are formally classified into three varieties: transformation, transportation and holding processes.

Definition 3. Transformation Process [31]–[36]: A resource-dependent, technology-independent process \(p_{ij} \in P_t = \{p_{ij}, \ldots p_{ij}\sigma(p_{ij})\}\) that transforms an artifact from one form into another.

Definition 4. Transportation Process [31]–[36]: A resource-independent process \(p_{in} \in P_m = \{p_{in}, \ldots p_{in}\sigma(p_{in})\}\) that transports artifacts from one buffer to another.

Definition 5. Holding Process [31]–[36]: A transportation independent process \(p_{i\varphi} \in P_\varphi\) that holds artifacts during the transportation from one buffer to another.

Example 1. Table I Processes & Resources in Power Grids as a LFES [31], [32] Table 1 provides examples of transformation and transportation processes as well the three types of system resources. Holding processes are often introduced to differentiate between two transportation processes between an origin and a destination. In power grids, they can be used to differentiate transmission lines of different voltage level.

\[
\begin{array}{cccc}
\text{Power & Generation/ & Transmission & Storage & Lines} \\
\text{Grids & Consumption & Generators/ & Storages & Loads} \\
\hline
P_g & P_m & M & B & H
\end{array}
\]

The distinction between the \textit{existence} and the \textit{availability} of system capabilities is managed by a scleronomic (i.e. sequence-independent) constraints matrix.

Definition 6. LFES Scleronomic Constraints Matrix [31]–[38]: A binary matrix \(K_S\) of size \(\sigma(P) \times \sigma(R)\) whose element \(K_S(w, v) \in \{0, 1\}\) is equal to one when a constraint eliminates event \(e_{uw}\) from the event set.

Consequently, a measure of sequence-independent structural degrees of freedom is introduced to measure the number of available system capabilities.
Definition 7. LFES Sequence-Independent Structural Degrees of Freedom [31]–[38]: The set of independent actions \( E_S \) that completely defines the available processes in a LFES. Their number is given by:

\[
DOFS = \sigma(E_S) = \sum_{w} \sum_{v} |JS \otimes KS|(w,v) \quad (2)
\]

\[
= \langle JS, KS \rangle_F = tr(J^T S K S) \quad (3)
\]

It is also important to recognize the existence of sequence-dependent (e.g. rheonomic) constraints between structural degrees of freedom.

Definition 8. LFES Rheonomic Constraints Matrix \( K_r \) [31], [32], [36], [37]: a square binary constraints matrix of size \( \sigma(P) \times \sigma(P) \) whose elements \( K(\psi_1, \psi_2) \in \{0,1\} \) are equal to one when string \( \psi_1 \psi_2 \in \epsilon w_1 \epsilon w_2 \in Z \) is eliminated and where \( \psi = \sigma(P)(v - 1) + w \).

Previous work calculates \( K_r \) and has shown that it must be non-zero so as to account, at a minimum, for basic rules of continuity. The destination/location of one structural degree of freedom must occur at the origin/location of the subsequent one [31]–[38].

The primary advantage of the axiomatic design model described above is that it is a concise description of system structure.

Definition 9. System Structure [39]: the parts of a system and the relationships amongst them. It is described in terms of:

- A list of all components (i.e. resources) that comprise it.
- What portion of the total system behavior (i.e. processes) is carried out by each component (i.e. resources).
- How the components (i.e. resources) are interconnected.

On this basis, resilience measures can be formulated as a function of \( JS, KS, \) and \( K_r \).

Example 2. Consider the two-bus power system operating at a single voltage of 33kV shown in Figure 1. Example Two-Bus Power System with Generation, Storage and Load B=\{Bus1, Bus2\}. H=\{GenLine,LoadLine,BessLine,BusLine1-2\}. Note that it is important to include the lead lines to the generator, load and battery as would be done in a transient stability analysis [15]. \( P_{in} = \{\text{Inject Power, Withdraw Power}\} \). Transportation processes are defined between all possible pairs of independent buffers \( B_S = M \cup B \). \( J_M = [1,0,1;0,1,1] \). \( J^T S \) is compactly drawn as a monochrome image in Figure 2. Transpose of Transportation System Knowledge Base.

![Fig. 2. Transpose of Transportation System Knowledge Base](image-url)

III. DESIGN PRINCIPLES FOR RESILIENCE IN POWER SYSTEMS

The discussion presented in the introduction showed that the resilient coordination and control of future power system must ultimately recognize that the structure of the physical power grid will be in a regular state of change allowing generators, loads and even whole microgrids to connect and disconnect as is necessary in an interoperable fashion. Similarly, the dynamics of the physical power grid and its associated enterprise control will also change. Consequently, any multi-agent system that is implemented as a control system to achieve that resilience must manage both changes in system structure as well as dynamics. On this basis, this work proposes two sets of multi-agent system design principles for 1.) a change of system structure 2.) a change of system dynamics.

A. Design Principles for a Change of System Structure

With the axiomatic design for large flexible engineering systems model in mind, a number of design principles are distilled to account for changes in system structure.

Principle 1. Application of Independence Axiom: The agent architecture must be explicitly described in terms of the power system’s structural degrees of freedom.

Principle 2. Existence of Physical Agents: As a decision-making/control system, the multi-agent system must maintain a 1-to-1 relationship with the physical capabilities that exist in the power system.

Principle 3. Functional Heterogeneity: The structural degrees of freedom within the agent architecture must respect the heterogeneity of capabilities found within the power system be they stochastic or deterministic processes or their various types: transformation (i.e. generation, and consumption), transportation (i.e. transmission & distribution) or holding (i.e. storage).

Principle 4. Physical Aggregation: The agent architecture must reflect the physical aggregation of the objects that they represent.

Principle 5. Availability: The agent architecture must explicitly model the potential for sequence independent constraints that impede the availability of any given structural degree of freedom.

Principle 6. Interaction: The agent architecture must contain agent interactions along the minimal set of physical sequence-dependent constraints (i.e. nearest neighbor interactions).
Principle 7. Maximum Reconfiguration Potential: Aside from the minimal set of physical sequence-dependent constraints, the agent architecture should avoid introducing any further agent interactions (which may impose further constraints).

Principle 8. Scope of Physical Agents: Agents’ scope and boundaries should be aligned with their corresponding physical resources and their associated structural degrees of freedom.

Principle 9. Encapsulation: Power system information should be placed in the agent corresponding to the physical entity that it describes.

Principle 10. Interoperability: Agent-to-Agent interacts should be described by well-known interoperability standards.

The reasoning behind these structural principles is as follows. Because the flow of power can be described as sequences of individual structural degrees of freedom, it is logical to describe the agents in terms of these same structure degrees of freedom (Principle 1principle.1). In Example 2Example.2, individual agents, as a control system, would have to be aware of the power grid’s physical activities such as generation, transmission, distribution, and consumption. In that regard, structural degrees of freedom are the quantitative equivalent of agent semantic ontologies [40]. The structural degrees of freedom must also be necessary and sufficient; neither overstating nor understating the power system’s capabilities (Principles 2principle.2 & 3principle.3). Consider a hypothetical situation in which only some of the structural degrees of freedom in Example 2Example.2 were identified. In such a case, it would be difficult to devise a multi-agent system in which the corresponding resources could be connected, disconnected and actively controlled to achieve resilient operation. Nevertheless, many multi-agent system developments found in the literature do not fulfill Principles 2principle.2 & 3principle.3 because they are focusing on the decentralization of an existing decision-making/control algorithm. For example, an agent-based approach to solving the unit commitment or economic dispatch problem [41] would not require a description of the power grid topology and its associated structural degrees of freedom. The agents must also have a level of aggregation that mimics that of the physical entities that they represent (Principle 4principle.4). Reconsider Example 2Example.2 as a two-area transmission system with the traditional case that the load represents a full distribution system utility. Principle 4principle.4 would require that this “load” now be represented as an aggregated set of resources which cooperate to behave as a net-load on the transmission system. Next, the agent architecture must distinguish between the existence and availability of its capabilities (Principle 5principle.5). This principle is essential for resilient operation where any given resource can be taken on or offline. The existence of sequence-dependent constraints in the physical power grid suggests for the need for the same amongst the agents (Principle 6principle.6). Reconsider Example 2Example.2. The generator, storage, and load units need to know their relative proximity to the transmission line that connects them. Next, adding agent interactions beyond the ones on the physical power grid is likely to introduce additional constraints that might limit their ability to dynamically connect and disconnect (Principle 7principle.7). Principle 8principle.8 ensures that when a reconfiguration process occurs (i.e. addition, modification or removal of a structural degree of freedom), it does so simultaneously on the physical resource as well as on the corresponding agent. Previous reconfigurability measurement work has shown that in many cases misaligned informatic entities such as centralized controllers lead to greater coupling of structural degrees of freedom [42]; thus hindering ease of reconfiguration. Recent work in power system state estimation has recognized the challenge of gathering geographically dispersed measurements from a variable power grid topology; thus motivating recent developments in distributed state estimation [43]. Principles 7principle.7 & 9principle.9 recognize that information is more often used locally rather than remotely and thus encourages greater encapsulation and modularity. Finally, Principle 10principle.10 encourages the use of multi-agent system standards such as FIPA [44] and IEC61499 [45].

B. Design Principles for a Change of System Dynamics

In addition to the design principles for a change of system structure, it is necessary to identify the same for a change of system dynamics taking into consideration the full set of power grid enterprise control activities.

Principle 11. Scope of Physical System Model & Decision Making: The physical system model must describe the physical system behavior at all time scales for which resilient decision-making/control is required. These time scales are described by characteristic frequencies for continuous dynamics and characteristic times for discrete (pseudo-steady-state) processes.

Principle 12. Temporal Scope of Execution Agent/Real-time Controller: The characteristic frequencies in the physical system model must be controlled by at least one execution agent/real-time controller capable of making decisions 5x faster than the fastest characteristic frequency.

Principle 13. Temporal Scope of Coordination Agent: A coordination agent may not take decisions any faster than 5x slower than the slowest characteristic frequency in the physical system model.

Principle 14. Equivalence of Agent Hierarchy & Time Scale Separation: If the physical system model has two or more characteristic frequencies or times that are (mathematically proven or practically assumed to be) independent then the associated agent may be divided into an equal number of hierarchical agents each responsible for decision-making/control for the associated characteristic frequency or time.

The reasoning behind these dynamic principles is as follows. Principle 11principle.11 recognizes that the multi-agent system
is part of a larger cyber-physical system. Therefore, it will either have a virtual model of the physical system or it will connect to such a model during the engineering design and testing. In either case, such a model must be rich enough to include all of the physical phenomena relevant to resilient operation. For example, the unit commitment problem must account for startup/shutdown times and load/generator ramp rates [15]. Meanwhile, dynamic reconfiguration of multiple microgrids implies a full transient-stability model of the power grid [15]. Principle 11 also implies two types of agents; those responsible for executing real-time dynamics and those responsible for pseudo-state coordination. This is consonant with recent works on resilient control systems [20], [21]. To avoid mathematical convolution, real-time execution agents/controllers must operate at a time-scale significantly faster than the dynamics that they control (Principle 12). This principle can impose a strict real-time requirement. In the case of switching decisions between multiple microgrids, dynamics can be on the order of 100ms. Principle 13 is also based upon the avoidance of mathematical convolution. Furthermore, dynamic instability can arise if Principle 13 is violated. Principle 14 recognizes that different power system phenomena either are, or can be assumed to be, effectively decoupled in time and the agent hierarchy can be designed accordingly. For example, unit commitment and economic dispatch problems are usually time scale separated [15]. Additionally, small-signal stability dynamics are often categorized as intra-area and inter-area dynamics [46].

IV. ADHERENCE OF EXISTING MAS IMPLEMENTATIONS TO DESIGN PRINCIPLES

With these multi-agent system design principles identified, the discussion can turn to evaluating the existing multi-agent system power grid literature. The evaluation was conducted on power grid multi-agent systems that 1.) are published after 2010 and 2.) include a control system composed of multiple agents 3.) demonstrate closed-loop control of a simulation model or physical hardware. This lead to the inclusion of Refs. [47]–[57]. Figure 3Adherence of Existing MAS Implementations to Design Principles figure.3 shows the results of the assessment where green, yellow and red corresponding to full, partial and non-adherence to the MAS design principles.

The results of the assessment suggest that MAS development for power grids has been primarily intended as the decentralization of a particular decision-making/control algorithm rather than the development of resilience as a system property. The most common of these decisions may be broadly categorized as either energy management or fault location, isolation, and supply restoration (FLISR). The former often neglected the power grid topology, while the latter often neglected some type of energy resource. Furthermore, most of the the works did not strictly adhere to the principles of physical agency. These observations naturally meant that the availability of all physical resources was often partial.

Only the work of Rivera et al. [56], [57] fully adhered to Principles 1–5, 8. The literature as a whole was found to be weak with respect to physical aggregation (Principle 4). Either aggregation was not addressed, or it lead to centralized-decision-making algorithms. In the latter case, this consequently leads to additional agent-to-agent interactions and compromised encapsulation (Principles 7 and 9). The literature as a whole was also found to be weak with respect to physical nearest-neighbour interactions (Principle 6). A MAS implementation that does not fully describe the system’s structural degrees of freedom will naturally neglect the interactions between them. That said, one nearly universal strength of the literature was its utilization of interoperability standards such as FIPA-compliant agents, IEC61499, and IEC61850 (Principle 10).

The multi-agent system implementations considered in the assessment were generally well suited to changes in power system dynamics at the various time-scales of enterprise control. While all considered works included either a physical grid simulation model or physical hardware, some did not describe the specifics of the implementation leading to questions of their suitability (Principle 11). Almost all works addressed coordination decisions as a pseudo-steady-state process (Principle 13) while others addressed power grid dynamics with real-time execution agents/controllers (Principle 12). For those implementations that considered both time scales, an agent hierarchy composed of at least two layers consequently emerged (Principle 14).

V. CONCLUSIONS & FUTURE WORK

This paper has identified a set of multi-agent system design principles for the resilient coordination and control of future power systems. To that effect, it drew upon an axiomatic design for large flexible engineering systems model that has been used in the development of resilience measures. The newly identified MAS design principles were then used to evaluate the adherence of some recent MAS power grid implementations. The results of the assessment suggest that MAS development for power grids has been primarily intended as the decentralization of a particular decision-making/control algorithm rather than the development of resilience as a system property. While the former is necessary for the latter, it is far from sufficient. In the future, the authors hope to apply these design principles to achieve greater resilience in MAS implementations applied in the power grid domain.
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1While such a conclusion may seem subjective, it must be disclosed that the design of this MAS implementation was occurring at the same time that the authors were developing the theory of resilience measurement. Naturally, this caused a constructive feedback loop between the two research activities.
| 1 | Model limited to lines & substations. No model for power generation & consumption. A grid agent is included as a single entity rather than an aggregation of multiple entities. |
| 2 | Each function block is meant to be part of a larger control agent. Some physical agents are included. Some centralised agents are included. |
| 3 | Model limited to power generation, consumption, and storage. No agents assigned to grid topology. A microgrid manager agent is included as a centralised decision-making entity. |
| 4 | Does not address the aggregation of generation, loads, or power grid areas. Only Line & Substation availability. |
| 5 | Function block interactions exist between lines & substations but not with generation & loads. All agents are assumed to be online. |
| 6 | Without agents assigned to the topology agents, there can be no coordination between energy and topology elements or between topology elements. Without agents assigned to the topology agents, there can be no coordination between energy and topology elements or between topology elements. |
| 7 | Supercondensator introduces all negotiations with other agents in a sequential fashion. Introduction of multiple centralized decision making agents likely to add extra agent-to-agent communication. |
| 8 | Some physical agents are limited. Some agents are assigned to grid topology. Some physical agents are assigned to the topology agents. |
| 10 | FIPA Compliant JADE Agents. FIPA Compliant JADE Agents. FIPA Compliant JADE Agents. |
| 11 | Matlab Simulink is used for the development of MAS. Not FIPA compliant. FIPA Compliant JADE Agents. Matlab is used for the development of MAS. Not FIPA compliant. |
| 12 | Physical model of a DC grid implemented in Simulink. Reality digital simulator/Power World simulator as physical model. Physical model of system implemented in Matlab. |
| 13 | Coordination agents address energy-management functionality. Coordination agents address energy-management functionality. Coordination agents address energy-management functionality. |
| 14 | While timescales are not considered. | Only one time scale is considered, function-block layer is flat. Since only one time scale is considered, function-block layer is flat. | Since only one time scale is considered, function-block layer is flat. |

---

Fig. 3. Adherence of Existing MAS Implementations to Design Principles
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