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Abstract

Despite the recognized importance of demand side management (DSM) for mitigating the impact of variable energy resources and reducing the system costs, the academic and industrial literature have taken divergent approaches to DSM implementation. The prequel to this paper has demonstrated that the netload baseline inflation – a feature particular to the industrial DSM unit commitment formulation – leads to higher and costlier day-ahead scheduling compared to the academic social welfare method. This paper now expands this analysis from a single optimization problem to the full power grid enterprise control with its multiple control layers at their associated time scales. These include unit commitment, economic dispatch and regulation services. It compares the two DSM formulations and quantifies the technical and economic impacts of industrial baseline errors in the day-ahead and real-time markets. The paper concludes that the presence of baseline errors – present only in the industrial model – leads to a cascade of additional system imbalances and costs as compared to the social welfare model. A baseline error introduced in the unit commitment problem will increase costs not just in the day-ahead market, but will also introduce a greater netload error residual in the real-time market causing additional cost and imbalances. These imbalances if left unmitigated degrade system reliability or otherwise require costly regulating reserves to achieve the same performance. An additional baseline error introduced in the economic dispatch further compounds this cascading effect with additional costs in the real-time market, amplified downstream imbalances, and further regulation capacity for its mitigation.

NOMENCLATURE

Sets

| b   | index of buses |
| DC  | subscript for dispatchable demand units (i.e. participating in DSM) |
| DS  | subscript for stochastic demand units (i.e. conventional load) |
| GC  | subscript for dispatchable generators (e.g. thermal plants) |
| GS  | subscript for stochastic generators (e.g. wind, solar photo-voltaic) |
| h   | index of lines |
| i   | index of dispatchable generators |
| j   | index of dispatchable demand units |
| k   | index of stochastic generators |
| l   | index of stochastic demand unit |
| t   | index of time |

Parameters

$\gamma_{bt}$ incremental transmission loss factor of bus $b$ at time $t$
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bus $b$ generation shift distribution factor to line $h$ at time $t$

$A_{DCj}$ quadratic utility function coefficients of the $j^{th}$ dispatchable demand unit

$A_{GCi}$ quadratic cost function coefficient of the $i^{th}$ dispatchable generator

$B_{DCj}$ linear utility function coefficients of the $j^{th}$ dispatchable demand unit

$G_{DCj}$ linear cost function coefficient of the $j^{th}$ virtual generation

$\Delta D_{bt}$ stochastic demand forecast increments on bus $b$ at time $t$

$F_{ah}$ flow limit of line $h$

$M_{bi}$ correspondence matrix of dispatchable generator $i$ to bus $b$

$M_{bj}$ correspondence matrix of dispatchable demand unit $j$ to bus $b$

$N_B$ Number of buses

$N_{DC}$ Number of dispatchable demand units

$N_{GC}$ Number of dispatchable generators

$P_{DCj}$ min. capacity of the $j^{th}$ dispatchable demand unit

$P_{DCji}$ max. capacity of the $j^{th}$ dispatchable demand unit

$P_{DCj} - P_{DCji}$ min. capacity of the $j^{th}$ virtual generator

$P_{GCi}$ min. capacity of the $i^{th}$ dispatchable generator

$P_{GCi}$ max. capacity of the $i^{th}$ dispatchable generator

$R_{DCj}$ min. ramping capability of the $j^{th}$ dispatchable demand unit

$R_{DCj}$ max. ramping capability of the $j^{th}$ dispatchable demand unit

$R_{GCi}$ min. ramping capability of the $i^{th}$ dispatchable generator

$R_{GCi}$ max. ramping capability of the $i^{th}$ dispatchable generator

$T_{ED}$ real-time market time step

**Decision Variables**

$\Delta C_{DCjt}$ incremental cost of the $j^{th}$ virtual generator at time $t$

$\Delta C_{GCit}$ incremental cost of the $i^{th}$ dispatchable generator at time $t$

$\Delta D_{bt}$ dispatchable demand increments on bus $b$ at time $t$

$F_{ah}$ power flow level of line $h$ at time $t$

$\Delta P_{DCjt}$ incremental power consumption at the $j^{th}$ dispatchable demand unit in the $t^{th}$ time interval

$\Delta P_{GCit}$ incremental power generation at the $i^{th}$ dispatchable generator in the $t^{th}$ time interval

$\Delta P_{bt}$ dispatchable generation increments on bus $b$ at time $t$

$P_{DCjt}$ dispatched power consumption at the $j^{th}$ dispatchable demand unit in the $t^{th}$ time interval

$\hat{P}_{DCjt} - P_{DCjt}$ dispatched power generation at the $j^{th}$ virtual generator at time $t$

$P_{GCit}$ dispatched power generation at the $i^{th}$ dispatchable generator in the $t^{th}$ time interval

$\Delta U_{DCjt}$ incremental utility of the $j^{th}$ dispatchable demand unit at time $t$

$\Delta \mathcal{V}_t$ incremental social welfare at time $t$

## I. Introduction

### A. Motivation

The prequel [1] to this paper explains that the industrial and academic literature are taking divergent approaches to DSM implementation. DSM with its ability to allow customers to adjust electricity consumption in response to market signals provides additional dispatchable resources to mitigate the variable effects of renewable energy [2], [3], enhance electrical grid reliability and reduce system costs through load shaping and emergency response [4]–[9]. Research on DSM has studied the promotion effect of demand response on distributed generation [10], characterized the load shaping behavior of responsive demands in commercial, residential, and water sectors [11]–[14], and developed algorithms [15], [16] to achieve several optimization goals including minimizing customer discomfort and energy consumption [17], [18]. Recent studies have also addressed the effect of DSM energy & reserve market integration on reliability [19], the incorporation of storage and demand response in optimal power...
The demand response market design mostly commonly used among academic researchers [27]–[35] maximizes social welfare (SW); defined as the benefits from electricity consumption measured as a monetized utility minus the costs of generation [27]. The industrial trend, best exemplified by FERC order 745 [36]–[38], in contrast, minimizes the costs of generation and the compensation to customers for load reductions from a predefined electricity consumption baseline. Such a baseline is administratively set as the electricity consumption that would have occurred without DSM and is estimated from historical data after enrollment in the DSM program [39], [40]. In this way, dispatchable demand reductions are treated as “virtual generators”. For the sake of brevity, these two market designs will be called the social welfare and industrial DSM models respectively.

The prequel [1] to this paper emphasized the need to rigorously compare these DSM market designs on an even footing despite their fundamental differences. Figure 1 contrasts stochastic load and net load curves in the two DSM implementations. In Figure 1(a), curve \( a \) represents the stochastic load in the SW model. It consists of the demand forecast from all non-DSM-participating customers. Subtracting the stochastic generation (e.g. wind & solar PV generation) from curve \( a \) gives curve \( b \); representing the stochastic net load in the SW model. Note that this net forecasted time series is composed of two terms, does not include a baseline, and sets the aggregate values to which the controllable generation and demand must dispatch. In Figure 1(b), curve \( c \) represents the stochastic net load in the industrial model. It is the sum of curve \( a \) and the baseline estimation of customers participating in the industrial DSM program. Subtracting stochastic generation from curve \( c \) results in curve \( d \); representing the stochastic net load in the industrial model. Note that this net forecasted time series is composed of three terms, one of which includes the industrial DSM baseline, and sets the aggregate values to which the controllable generation and “virtual” generation must dispatch. In other words, the industrial stochastic net load curve \( d \) is obtained by adding the industrial DSM baseline to the SW net load curve \( b \). In the (likely) event [41], [42] that the industrial DSM baseline is erroneously inflated, an error term is added to curve \( d \) to become curve \( e \); the effective net load curve to which energy resources are dispatched.

The topic of baseline inflation and its associated concerns have been raised in the literature [41], [42]. Previous studies have incorporated a baseline in several incentive and priced-based DSM programs [43] in different timescales [44]. The main concern around industrial DSM baselines is that customers have an implicit incentive to surreptitiously inflate it for greater compensation; taking advantage of their greater awareness of their own facilities relative to the regulatory agencies charged with estimating the baseline [41], [42], [45]. Despite this concern, a rigorous comparison of the two DSM market designs with and without demand baseline was only first conducted in [46], [47]. The prequel to this paper proved the equivalence of the two DSM models when implemented in a day-ahead market provided that 1) the utility function of dispatchable demand and the cost function of virtual generation are properly reconciled, 2) startup and shutdown costs are neglected and 3) the industrial DSM baseline is equivalent to the load forecast of the virtual generators had they opted out of the industrial DSM program [1].
This last condition of an accurate baseline forecast is likely unachievable, because load forecasts are calculated a day in advance based upon sophisticated methods [48], while the baseline calculation involves much more basic formulae determined months in advance [49]–[51]. Successful baseline manipulation has been shown to result in higher day-ahead dispatchable resources scheduling and higher costs in the unit commitment problem [1]. As a result, this baseline error has to be corrected in downstream enterprise control activities at faster time scales, likely requiring greater control efforts and greater operating reserve capacities and their associated costs [1], [52].

B. Contribution

As discussed above, the prequel to this paper [1] compares the day-ahead dispatches and operation costs of the system when social welfare and industrial DSM models are integrated into the day-ahead market structure. This limits the scope of the study to a single timescale of power system operations, namely the day-ahead market. In contrast, the goal of this paper is to compare the power system day-ahead and real-time operations when the two DSM designs are integrated into multiple timescales. In all, this paper extends the findings of the prequel [1] with the following three contributions. First, the power system operations are modeled as an enterprise control consisting of three control layers of the power system balancing operations on top of the physical power grid. The power system enterprise control was introduced in [53], [54] and is briefly described in Section II-A. The three control layers are the resource scheduling, implemented as a security-constrained unit commitment (SCUC), the balancing operations, implemented as a security-constrained economic dispatch (SCED), and the regulation service, implemented as an automatic generation control (AGC). The DSM models are incorporated into both day-ahead (SCUC) and real-time (SCED) market structures. Compared to the prequel [1], the integration of multiple control layers into a single simulator captures the coupling between different timescales and reveals the cross-timescale impacts of the DSM implementation. Second, this study compares the impacts of the social welfare and industrial DSM designs on the day-ahead and real-time operations. Utilization of the multi-layer enterprise control simulator also allows tracking cross-timescale impacts. Third, the implementation of the industrial DSM has a potential to introduce baseline errors into both SCUC and SCED formulations. This paper studies the impact of the SCUC and SCED baseline errors on the power system day-ahead and real-time operations. Both technical and economic aspects are addressed, namely the impact of the baseline errors on the power system operating reserve requirements, operation costs and the market prices. Here again, utilization of the enterprise control simulator helps to reveal cross-timescale impacts of the baseline errors.

C. Paper Outline

The remainder of this paper develops in five sections. Section II highlights important aspects of the literature on power grid enterprise control and demand side management. Section III develops two power grid enterprise control models with social welfare and industrial DSM designs respectively. Section IV describes the simulation scenarios and the simulation setup. Section V presents the simulation results and their discussion. Section VI makes recommendations on DSM implementation. The paper concludes in Section VII.

II. BACKGROUND

This section describes the power grid enterprise control model in terms of control layers, variable energy characterization, and types of reserves. It also summarizes the highlights from the social welfare and industrial DSM models.

A. Enterprise Control

The enterprise control assessment method for variable energy resource induced power system imbalances has been recently developed to reflect typical balancing operations in American ISOs [53]–[55]. It uses a simulation package which consists of three integrated control layers and the physical power grid: resource scheduling layer, balancing actions layer, and a regulation service layer. Prior to this development, extensive academic and industrial works have studied each of the layers individually neglecting the coupling between layers [56]–[66]. A recent review on variable energy resource integration concludes that the literature has several significant methodological limitations [59]. Existing studies are case specific [67], only address a single control function of power grid balancing operations.
at a specific time scale [68], or are limited to statistical calculations [69]. The recent publications on power grid enterprise control distinguish themselves in that they are specifically developed to reflect the holistic balancing performance of a modern American ISO [53], [54]. In contrast to many traditional academic works, this holistic assessment method is case-independent, addresses both the physical grid as well as enterprise control processes, and is validated by a set of numerical simulations.

The power system enterprise model encompasses three consecutive control layers on top of the physical grid: resource scheduling layer in the form of a security-constrained unit commitment (SCUC), balancing actions in the form of a security-constrained economic dispatch (SCED) and manual actions, and a regulation service in the form of automatic generation control (AGC) [53]. Each lower layer operates at a smaller timescale resulting in subsequently smaller imbalances. The SCUC uses the day-ahead netload forecast to schedule generation with a coarse time resolution. The SCED uses the available load following and ramping reserves to re-dispatch generation units in the real-time market using the short-term netload forecast. Figure 2 shows a graphical illustration of the enterprise control model. The following notations are used in the graph.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(t)$</td>
<td>Stochastic net load</td>
</tr>
<tr>
<td>$\hat{P}_{DA}(t)$</td>
<td>Stochastic net load day-ahead forecast</td>
</tr>
<tr>
<td>$P_{LOAD}$</td>
<td>Load following reserve requirement</td>
</tr>
<tr>
<td>$P_{RAMP}$</td>
<td>Ramping reserve requirement</td>
</tr>
<tr>
<td>$\Delta P_{DA}(t)$</td>
<td>Residual imbalances at SCUC output</td>
</tr>
<tr>
<td>$P_{LOAD}$</td>
<td>Scheduled load following reserves</td>
</tr>
<tr>
<td>$R_{RAMP}$</td>
<td>Scheduled ramping reserves</td>
</tr>
<tr>
<td>$\hat{P}_{ST}(t)$</td>
<td>Stochastic net load short-term forecast</td>
</tr>
<tr>
<td>$P_{REQ}$</td>
<td>Regulation reserve requirement</td>
</tr>
<tr>
<td>$\Delta P_{ST}(t)$</td>
<td>Residual imbalances at SCED output</td>
</tr>
<tr>
<td>$P_{REG}$</td>
<td>Scheduled regulation reserves</td>
</tr>
<tr>
<td>$\Delta P_{RT}(t)$</td>
<td>Residual imbalances at regulation output</td>
</tr>
<tr>
<td>$I(t)$</td>
<td>System imbalances</td>
</tr>
</tbody>
</table>

The regulation service layer modeling is inherited from [53], where the available regulation reserves are used to fine-tune the system balance. The regulation service is provided by generation units with AGC (feedback loop) capabilities [70]. In implementation, the regulation service responds to the imbalance by moving its output to the opposite direction until the imbalance is mitigated or generators are saturated. For steady-state simulation, a designated virtual slack generator consumes the mismatch of generation and consumption to make the steady-state power flow equations solvable [53], [71].
The consideration of multiple layers of enterprise control has facilitated methodological improvements in the determination of operating reserve requirements. Rather than case-specific heuristics, several new analytical derivations of operating reserve requirements have recently been advanced in the literature [72]–[75]. They are presented as functions of variable energy resources (VER) characteristics including penetration level, VER capacity factor, variability, and forecast errors [72]–[75]. The penetration level is the VER capacity normalized by the system peak load, the capacity factor is the average VER power output per installed capacity; and the penetration level and capacity factor together determine the actual VER output. Variability is a measure of the rate of change VERs. The VER forecast error adopts the standard deviation of the difference between the best and actual VER forecasts normalized by the installed capacity [53]. The day-ahead forecast error is used by the SCUC problem, while the short-term forecast error is an input to the SCED problem. Readers are referred to [53] for detailed description of each control layer and the formal definitions of the five VER parameters listed above. References [53], [69], [76] include the definitions of reserve types, namely load following and ramping reserves used in the real-time market, and the regulation reserves used in the regulation service.

B. Social Welfare vs Industrial DSM

The simplest form of the social welfare maximization found in [27] is commonly used in academic research. It consists of an elastic demand characterized by its utility or benefits from electrical consumption. It also includes the cost of generation [27]. The optimization determines the electricity prices and setpoints for all dispatchable resources simultaneously to maximize the net benefits [33].

Much like the social welfare model, the industrial DSM dispatch schedule and price are jointly determined by suppliers and consumers [33] to minimize the total cost of the dispatchable and (demand-side) virtual generators. A curtailment service provider (CSP) represents the demand unit participating in the wholesale energy market. Each CSP has an “administratively-set” electricity consumption baseline as an estimate of consumption without DSM incentives and from which load reductions are measured. The CSP can participate in one or more wholesale energy markets [77], where generation suppliers, load serving entities, and CSPs bid through an ISO/RTO [78]. The bidding process determines the dispatched resources as well as the electricity price [38]. Accepted load reductions are subsidized by ISO/RTO based on the bidding price compared to the Locational Marginal Pricing (LMP) and the Retail Rates (GT) [79]. DSM participating customers have an implicit incentive to surreptitiously inflate the administrative baseline for greater compensations. For example, the customers can artificially increase their electricity consumption when baselines are being evaluated [41]. Customers who anticipate to reduce loads regardless of DSM are also more likely to be attracted to participate [41]. Successful baseline manipulation may cause generation relocation and inefficient price information [41].

III. MODEL DEVELOPMENT: POWER GRID ENTERPRISE CONTROL WITH DEMAND SIDE MANAGEMENT

As mentioned in Section I-B, this paper provides a rigorous comparison of the techno-economic performance of the social welfare and industrial DSM implementations. To that end, the power grid enterprise control simulator described in Section II-A is used as an assessment tool. One important feature of the simulator is its modular architecture (shown in Figure 2) which allows for each of its modules to be modified in its functionality. This has facilitated the study of renewable energy [53], [54] and energy storage resource [52], [55] integration. The interested reader is referred to [53], [54] for a detailed description of its three layers of enterprise control which rest upon a model of the physical power grid.

In order to study the techno-economic performance of the social welfare and industrial DSM implementations, the SCUC and SCED modules in Figure II-A have been modified. The social welfare and industrial DSM implementations for the SCUC problem have been presented in detail previously [1]. The remainder of the second presents the social welfare and industrial DSM implementations for the SCED problem. The two models are then reconciled.

A. Social Welfare SCED Model

The social welfare SCUC optimization program with dispatchable demands has been described in detail in the prequel to this paper [1]. The optimization goal is to achieve maximum social welfare defined as the net benefit from electricity consumption and generation over all time intervals subject to power balance constraint. Both the
utility from dispatchable demand and cost from dispatchable generation have a start-up, a shut-down, and a running component. All running utility and generation cost functions are modeled as second-order functions with respect to power levels. In addition, all dispatchable generation and dispatchable demand units are subject to their respective maximum and minimum capacity limits, maximum and minimum ramping limits, as well as the logical constraints where the on or off states need to be consistent with the start-up and shut-down states.

In the subsequent real-time market, the SCED moves the available dispatchable generation and demand units to new setpoints based on the short-term netload forecast. In contrast to the SCUC, the linearized SCED problem runs at each real-time dispatch time point and determines the incremental power for one time step, and it only dispatches units determined online by SCUC. The SCED utilizes the on/off decision from SCUC dispatch instead of making state decisions. Transmission analysis is included. Some input parameters depend on the current state of the system, and are calculated prior to each SCED iteration based on a full AC power flow analysis of the system [53]. The optimization goal is to maximize incremental social welfare, formulated as the first derivative of the social welfare function:

\[
\Delta W_t = \sum_{j=1}^{N_{DC}} \Delta U_{DCjt} - \sum_{i=1}^{N_{GC}} \Delta C_{GCit} \tag{1}
\]

where

\[
\Delta U_{DCjt} = B_{DCj} \Delta P_{DCjt} + 2A_{DCj} P_{DCjt} \Delta P_{DCjt} \tag{2a}
\]

\[
\Delta C_{GCit} = B_{GCi} \Delta P_{GCit} + 2A_{GCi} P_{GCit} \Delta P_{GCit} \tag{2b}
\]

subject to power balance constraint in (3).

\[
\sum_{l=1}^{N_B} (1 - \gamma_{lb})(\Delta P_{lb} - \Delta D_{lb} - \Delta \hat{D}_{lb}) = I_t + G_t \tag{3}
\]

where \(I_t\) is the current level of imbalances, \(G_t\) is the current level of utilized regulation reserves, and:

\[
\Delta P_{lb} = \sum_{i=1}^{N_{GC}} M_{bi} \Delta P_{GCit}, \quad \Delta D_{lb} = \sum_{j=1}^{N_{DC}} M_{bj} \Delta P_{DCjt} \tag{4}
\]

The incremental transmission loss factor (ITLF) \(\gamma_{lb}\) for bus \(b\) shows how much the total system losses change when power injection on bus \(b\) increases by a unit [80]. Line flow limits are shown in (5). The generation shift distribution factor (GSDF) \(a_{hbt}\) shows how much the active power flow through line \(h\) changes when injection on bus \(b\) increases by a unit [80], [81]. Additional constraints include capacity limits on dispatchable demand and generation units in (6 & 7), and ramping limits on dispatchable demand and generation units in (8 & 9) respectively.

\[
\sum_{l=1}^{N_B} a_{hbt} (\Delta P_{lb} - \Delta D_{lb} - \Delta \hat{D}_{lb}) \leq F_h - \hat{F}_h \tag{5}
\]

\[
P_{DCj} - P_{DCjt} \leq \Delta P_{DCjt} \leq P_{DCjt} - P_{DCj} \tag{6}
\]

\[
P_{GCi} - P_{GCit} \leq \Delta P_{GCit} \leq P_{GCit} - P_{GCi} \tag{7}
\]

\[
R_{DCj} \cdot T_{ED} \leq \Delta P_{DCj} \leq R_{DCj} \cdot T_{ED} \tag{8}
\]

\[
R_{GCi} \cdot T_{ED} \leq \Delta P_{GCi} \leq R_{GCi} \cdot T_{ED} \tag{9}
\]

The incorporation of ITLF into the model linearizes the power balance constraint; the incorporation of GDSF linearizes the line flow limit constraint (5).
B. Industrial SCED Model with Demand Baseline

The industrial SCUC optimization program integrating dispatchable demand has been described in detail in [1]. The optimization goal of the industrial approach is to minimize the total cost of dispatchable generators and virtual generators over all time intervals of the SCUC period, where the virtual generation cost is the compensation paid to a customer for reducing electricity consumption from the predefined demand baseline. In the industrial practice, the optimization aims to minimize total system costs including dispatchable and virtual generation costs. The cost functions of the dispatchable generation remain the same as in the social welfare model. The constraints on dispatchable generators remain the same as in the social welfare model, while the virtual generators are subject to maximum and minimum capacity limits, maximum and minimum ramping limits, as well as the logical constraints where the on or off state needs to be consistent with the start-up and shut-down state. The running cost is similarly modeled as a quadratic function of the load reduction from the baseline [1]. Like the SW model, the industrial SCED optimizes for one time step and includes transmission losses. The optimization goal is to minimize the total incremental cost, formulated as the first derivative of the cost function:

\[
\sum_{i=1}^{N_G} \Delta C_{GCit} + \sum_{j=1}^{N_D} \Delta C_{DCjt}
\]

where the dispatchable generation incremental costs formulation remains the same and

\[
\Delta C_{DCjt} = -B_{DCj} \Delta P_{DCjt} - 2A_{DCj} \bar{P}_{DCjt} \Delta P_{DCjt} \]

The optimization is subject to the same power balance constraint in (3) and line flow limits in (5), capacity limits for virtual and dispatchable generation units in (12 & 7), and ramping limits for virtual and dispatchable generation units in (8 & 9) respectively.

C. Model Reconciliation

The two DSM methods are reconciled such that the loss in utility in the SW model is equal to the increase in virtual generation cost. The economics rationale is that the customers are only willing to cut down electricity consumption if their marginal loss in utility is subsidized by the marginal cost in virtual generation. The reconciliation leads to the following relations:

\[
\begin{align*}
A_j &= -A_j, \\
B_j &= 2 * A_j * \bar{P}_{DCj} + B_j
\end{align*}
\]

IV. Case Study

The main objective of this paper is to compare the social welfare and industrial DSM designs when integrated into multiple timescales of power system operations. Additionally, the industrial DSM has a potential to introduce baseline errors into both SCUC and SCED formulations, bringing uncertainties into the power system scheduling and balancing operations. Thus, this paper also studies the impact of such baseline errors on power system imbalances, operating reserve requirements and the operating costs. To that end, five scenarios are studied as described in the following subsection.

A. Simulation Scenarios

To study the impact of the baseline error on power system operations, the following five scenarios are simulated:

1) **System performance comparison for social welfare and industrial DSM models.** The differences in the social welfare and industrial DSM formulations define how the power system performance changes when each approach is implemented. The prequel to this paper [1] has studied the impact of SCUC baseline error on the generation levels and the operation cost of the day-ahead dispatch. This paper now uses the enterprise control model to study the impact of both SCUC and SCED baseline errors across different timescales. To that end,
the power system is simulated with 10% SCUC and SCED baseline errors, and the impact on the day-ahead and the real-time dispatches is studied.

2) **Impact of SCUC baseline error on power system imbalances and operating reserve requirements.** Presence of the baseline error introduces uncertainties into the system, which is shown to increase the potential imbalances [53], [54] and the reserve requirements [72]–[75]. However, since the reserves act at the timescales of their associated control layers, the impact of the SCUC baseline error on some of them may be significant, while negligible or absent on others.

3) **Impact of SCED baseline error on power system imbalances and operating reserve requirements.** The SCED baseline error, in contrast to the SCUC baseline error, occurs at a different timescale and, therefore, is expected to have larger impact on the corresponding reserve requirements. These two scenarios combined give the complete picture of how the baseline errors at different timescales bring new level of imbalances into the power system and require additional reserves to mitigate them.

4) **Impact of SCUC baseline error on power system operation cost and electricity market price.** As already mentioned above, the presence of SCUC baseline error alters the day-ahead dispatch of the system, which will inevitably impact the day-ahead scheduling cost and electricity market price. Additionally, incorporation of the enterprise control model into the simulations allows capturing any possible impact of the SCUC baseline error on the real-time operations. While the real-time market (SCED) operates at a different timescale, the impact of the SCUC baseline error can potentially propagate through the enterprise control layers and alter the real-time operations.

5) **Impact of SCED baseline error on power system operation cost and electricity market price.** The SCED baseline error occurs during the real-time operations and is expected to alter the real-time operation cost and electricity market price. However, similar to the previous scenario, any potential impact of the SCED baseline error on the day-ahead operations will also be studied. These two scenarios together establish the impact of the baseline errors on the economics of the power system operations.

Each simulation described above is run for one day of power system operations. The SCUC is implemented with 1-hour time resolution. The SCED and regulation service run over the course of the day and have time steps of 5 minutes and 1 minute respectively. The enterprise control simulator is implemented in MATLAB interfaced with GAMS. The SCUC is implemented as a mixed integer quadratic constraint (MIQCP) program in GAMS and solved using CPLEX. The rest of the simulator is implemented in MATLAB. A single day of simulation lasts approximately 196 seconds with an Intel(R) Core(TM) i7-4600 CPU at 2.10GHz on 8.00GB RAM, which is a 20% increase in time over the same optimization without dispatchable demand.

### B. Simulation Setup

The scenarios are simulated using the enterprise control simulator implemented in accordance to Figure 2 [53], [54]. The physical power grid layer uses the IEEE RTS-96 (Reliability Test System-1996) configuration [82], consisting of 99 generators and 73 buses with $8550 \text{MW}$ peak load. The generation cost data is taken from [83]. Since modeling and controlling each individual distributed dispatchable load would be unreasonable in actual operations and likely prevent timely and efficient dispatch decisions, this work assumes aggregated dispatchable demands are placed at each bus. However, a random distribution of dispatchable units on the buses may lead to heavy congestions on some transmission lines. Therefore, in the social welfare model, the minimum and maximum capacity limits of each dispatchable demand are set to zero and 30% of the peak load at the corresponding bus respectively. The SCUC and SCED baseline errors are represented as dimensionless units normalized to the dispatchable demand capacity on each bus. The utility function coefficients for all dispatchable demand units are assumed time-invariant. In the industrial model, an accurate baseline equals the maximum capacity of the dispatchable demand in the social welfare model. The cost functions of virtual generators are calculated from the reconciliation presented in Section III. The startup and shutdown costs of dispatchable demand units and virtual generators have entirely different physical meanings in the social welfare and industrial DSM models and are set to zero for fairness of the comparison.

The stochastic load in the social welfare represents the load from the non-participating customers. Load and wind daily profiles are taken from Bonneville Power Administration (BPA) repositories with 5 minutes resolution [84], [85]. The data is up-sampled to a 1-minute resolution [54] to match the needs of this study. Wind generation is
assumed to have 20% penetration level in accordance to the US renewable energy integration targets [86], [87] and current operations in some states [88]. The total wind generation is distributed on the system buses proportional to the peak loads on the corresponding buses in accordance to [53]. As a result, their profiles are perfectly correlated. Because the goal of this paper is to compare two enterprise control structures with different demand response implementations, this additional variable reflecting the cross-correlation is unnecessary. The impact of this cross-correlation on the power system operations can be subject of a different study. For the sake of simplicity, this study also assumes zero forecast errors for the stochastic load and wind, except for the first scenario. Since both the forecast error and the baseline error introduce uncertainties into the system and, therefore, have similar impacts, the presence of load and wind forecast errors would overpower the impact of the baseline error and make it harder to observe.

V. SIMULATION RESULTS AND DISCUSSION

This section presents the simulation results and their discussion. Each subsection is devoted to one scenario.

A. System Performance Comparison for Social Welfare and Industrial DSM Models

This section compares the performances of the social welfare model and the industrial DSM model with 10% SCUC and SCED baseline errors. Figure 3 represents the results for the SCUC dispatch by both methods. As explained in Figure 1, the stochastic net load is different in the social welfare and industrial DSM model. The stochastic net load in the social welfare is composed of two terms, while in the industrial DSM model the stochastic net load is composed of three terms with an additional baseline estimation. Figure 3(a) shows the results for the social welfare model. The stochastic net load of the social welfare model (magenta line) is the difference between the stochastic demand (black line) and the wind generation (green bars). The dispatchable generation (blue bars) meets the sum of the stochastic net load and the dispatchable demand (red bars).
Figure 3(b) shows the results for the industrial model with 10% SCUC and SCED baseline errors. The orange line shows industrial stochastic load including load from non-participating customers and the baseline load from DSM participants. The subtraction of the wind generation (green bars) gives the industrial stochastic net load (red line). It is met by the sum of dispatchable generation (blue bars) and virtual generation (purple bars). Comparing Figure 3(a) and 3(b) shows that the baseline inflation results in erroneously high dispatchable and virtual generation. The excess dispatchable generation will be offset in real-time by the SCED given the presence of enough load-following reserves. Otherwise, it will be further carried over to the regulation layer.

Figure 4 shows the SCED dispatch results, where Figure 4(a) uses the social welfare model and Figure 4(b) uses the industrial DSM model. The red line in Figure 4(a) represents the generation allocated to the stochastic load of non-participating customers. The magenta line, hidden behind the red line, represents the real-time dispatch setpoints that meet the red line every five minutes of the SCED dispatch. The dispatchable generation (blue line) is obtained by adding the dispatchable demand and the associated transmission losses on top of the red line. Lastly, the actual real-time net load is represented by the cyan line. The deviation between the setpoints and the actual net load is mainly due to the stochastic load and wind forecast errors.

Figure 4(b) shows the SCED dispatch results for the industrial model with 10% baseline errors. The red line represents the real-time dispatch setpoints. The stochastic net load of the industrial model exceeds that of the social welfare model by the baseline error. The blue line is the dispatchable generation. The purple line, hidden behind the red line, is the total generation equal to the sum of the dispatchable and virtual generations. The actual industrial stochastic net load is represented by the brown line. The large gap between the setpoints and the actual net load is mostly due to the baseline error, in addition to the stochastic load and wind forecast errors.

B. Impact of SCUC Baseline Error on Power System Imbalances and Operating Reserve Requirements

Four simulations are performed for this scenario. The first scenario studies the impact of the SCUC baseline error on the power system imbalances, while the other three study the impact of the SCUC baseline error on three types of operating reserve requirements, namely load following, ramping and regulation. First, in order to obtain the actual unmitigated imbalances of the system, the amounts of available operating reserves are set to zero for the first simulation. Figure 5 shows the change of the power system imbalances as the SCUC baseline error increases. Each of the three graphs corresponds to a different SCED baseline error: 0, 0.05 and 0.1. It is important to mention that in the absence of the baseline error the industrial DSM is equivalent to the social welfare model. According to Figure 5, the graphs match for the whole range of the SCUC baseline error, which implies that changing the SCED baseline error has no impact on the power system imbalances. This seemingly counterintuitive outcome is explained by the fact that in the absence of load following reserves, the real-time dispatch has no flexibility to follow the
erroneous setpoints affected by the SCED baseline error. On the other hand, the results show that increasing the SCUC baseline error to 10% increases the imbalances four times. This indicates that the SCUC baseline error is likely to have significant impact on the reserve requirements.

Next, the impact of the SCUC baseline error on each type of reserve requirements is studied. Figures 6 and 7 show the load following and ramping reserve requirements for three values of the SCUC baseline error: 0, 0.05 and 0.1. The curves in Figure 6 reach saturation for different values of load following reserves, which shows that the system with higher SCUC baseline error have higher load following reserve requirement. In contrast, Figure 7 shows that the ramping reserve requirement is affected by the day-ahead forecast error only slightly. The differences are only noticeable for small values of the ramping reserve requirement, and the graphs merge before reaching
the saturation. This is because the SCUC baseline error appears in the ramping reserve scheduling process in a differential form. The ramping reserve requirement is more sensitive towards high variability [72]–[75]. Also, for both figures, all three graphs have the same saturation level, which means that the effect of the SCUC baseline error is completely mitigated at this timescale and is prevented from mitigating to smaller timescales. This phenomenon is clearly demonstrated in Figure 8, where all three graphs replicate each other identically. As expected, the regulation reserve requirement is the same for all three values of the SCUC baseline error.

C. Impact of SCED Baseline Error on Power System Imbalances and Operating Reserve Requirements

Four simulations are performed for this scenario. The first scenario studies the impact of the SCED baseline error on the power system imbalances, while the other three study the impact of the SCED baseline error on three types of operating reserve requirements, namely load following, ramping and regulation. Figure 9 shows the change of the power system imbalances as the SCED baseline error increases. Each of the three graphs corresponds to a different SCUC baseline error: 0, 0.05 and 0.1. According to Figure 5, the graphs remain unchanged for the whole range of the SCED baseline error, which agrees with the results in the previous scenario that changing the SCED baseline error has no impact on the power system imbalances. This, again, is explained by the absence of load following reserves.

Next, the impact of the SCED baseline error on each type of reserve requirements is studied. Figure 10 and 11 show the load following and ramping reserve requirements for three values of the SCED baseline error: 0, 0.05 and 0.1. The resulting curves look counter-intuitive but can be easily explained. Similar outcomes are observed when studying the impact of the short-term forecast error on load following and ramping reserve requirements [53], [54]. The conventional wisdom is that adding load following and ramping reserves always improves power system imbalances. However, this is not always true. In the absence of load following or ramping reserves, the system has no flexibility and the generation units follow the schedule defined in the day-ahead market. However, as the load
following and ramping reserves are added to the system, the generation units’ added flexibility wrongly track the erroneous net load affected by the SCED baseline error. Such a scenario, however, is purely theoretical.

Since neither load following nor ramping reserves are able to mitigate the imbalances in the case of the SCED baseline error, the regulation reserves are the only solution. Since the SCED baseline error creates imbalances when the generators ramp from the current level to the new dispatched value, it is expected that increasing amount of regulation reserves should mitigate the imbalances in this scenario. Figure 12 shows the impact of increasing the regulation reserves on the imbalances of the power system for three different values of the SCED baseline error. The curves show that higher SCED baseline error leads to higher regulation reserve requirement.

Fig. 10. Impact of SCED baseline error on load following reserve requirement

Fig. 11. Impact of SCED baseline error on ramping reserve requirement

Fig. 12. Impact of SCED baseline error on regulation reserve requirement
D. Impact of SCUC Baseline Error on Power System Operation Cost and Electricity Market Price

This subsection studies the impact of the SCUC baseline error on the power system operation cost and the electricity market price. Three different values of the SCUC baseline error are considered: 0, 0.05 and 0.1, while the SCED baseline error is assumed to be zero for this scenario. The impact on both day-ahead and real-time operations is studied. It is important to notice that since the SCUC baseline error occurs during the day-ahead scheduling operations, its impact on the day-ahead operations is certain expected. In contrast, the real-time operations belong to a faster timescale. As a result, for the impact of the SCUC baseline error on the real-time operations to exist, there should be a coupling between the respective timescales. This is where the enterprise control has to play its role. Integration of the control layers operating at different timescales allows the detection of coupling between these timescales.

First, the impact on the day-ahead operation is studied. Figure 13 shows that the SCUC baseline inflation leads to increased day-ahead scheduling cost. This is an obvious outcome and is explained by the fact that the SCUC baseline inflation is equivalent to having higher net load and, therefore, more scheduled generation. Besides the SCUC baseline error, the cost increase magnitude depends on the power system generation base. If the system had to commit an additional expensive unit to accommodate the inflated baseline, the cost difference would be noticeably higher. Similarly, Figure 14 shows how the day-ahead market price changes in the presence of the SCUC baseline error. The price curves in Figure 14 have trends similar to the cost curves in Figure 13; higher price corresponds to higher net load. However, there are few important differences that provide an insight into the market price formation. First, the market price sharply increases around the 7-th or 8-th hour, in contrast to the smoothly increasing cost in Figure 13. This is explained by the fact that the electricity market price is defined by the marginal generation units that are usually more expensive than the base generators. Second, in the presence of the baseline error, the market price drops when moving from 7-th to 8-th hour, while the net load increases during the same period. This seemingly counterintuitive result has a simple explanation. Since the generators have quadratic cost functions, the higher output they have, the more expensive an additional MW of generation becomes (the market price). Thus, since commitment of an additional generator reduces the partial load on each unit, it also reduces the market price. On the other hand, commitment of an additional generator comes with a fixed startup and operation costs. This is what Figure 14 demonstrates; during the 8-th hour a new generator is committed which reduces the market price, but also increases the operation cost due to added fixed costs as shown in Figure 14. The third point is related to the previous one. The market price during the 8-th hour is the lowest when the baseline error is equal to 0.05. As stated above, the presence of the baseline error is equivalent to higher net load. As a result, commitment of an additional generator during the 8-th hour becomes more economical, reducing the market price. In contrast, since the effective net load is lower in the absence of the baseline error, the additional fixed costs make committing an additional generator uneconomical.

Next, the impact of the SCUC baseline error on the real-time operations is studied. Figure 15 shows that the real-time operation costs match for the most part of the simulation period. As discussed at the beginning of this subsection, this is due to the different timescales of the SCUC baseline error and the real-time operation. However, there is a noticeable difference during the 8-th hour; the operation cost is slightly higher in the presence of the
SCUC baseline error. This cost difference corresponds to the fixed cost of the additional generator committed for that hour, as discussed above. Since there is no SCED baseline error, the real-time net loads are identical for the three cases and, therefore, identical dispatches are obtained for the rest of the simulation period. The real-time market prices are also nearly identical as shown in Figure 16. The difference is that, during the 8-th hour, the market price is lower in the presence of the baseline error. This is again due to the additional generator committed for that hour, which reduces the market price. The magnitude of this phenomenon depends on the generation base of the system as well as the net load profile. It is possible to observe such decrease of the real-time market price at multiple hours during the day. Thus, it can be concluded that the presence of the SCUC baseline error increases the day-ahead operation cost and market price. Its impact also propagates down the enterprise control control layers to
the real-time operations.

In addition to the operation costs discussed here, the presence of the SCUC baseline error also increases the load following reserve requirement as demonstrated above. This further increases the total operation cost of the system. The comparison of cost breakdowns for social welfare and industrial DSM models is presented in Figure 17. The percentage of each section shows what portion of the social welfare model total cost it equals. The results show that the total cost increases by 10.55% when the SCUC baseline error reaches 10%. In contrast, the operation cost associated with only generation dispatch and DSM compensations increases by 5.36% as shown in Figure 13. This difference corresponds to the cost of additional load following reserves.

E. Impact of SCED Baseline Error on Power System Operation Cost and Electricity Market Price

This subsection studies the impact of the SCED baseline error on the power system operation cost and the electricity market price. Three different values of the SCED baseline error are considered: 0, 0.05 and 0.1, while the SCUC baseline error is assumed to be zero for this scenario. The impact on both day-ahead and real-time operations is studied. It is important to notice that since the SCED baseline error occurs during the real-time balancing operations, its impact on the real-time operations is certain expected. In contrast, the day-ahead operations belong to a slower timescale. As a result, for the impact of the SCED baseline error on the day-ahead operations to exist, there should be a coupling between the respective timescales.

First, the impact on the day-ahead operation is studied. Figure 18 the day-ahead scheduling costs are identical for the three SCED baseline errors. Similarly, the SCED baseline error has no impact on the day-ahead market price as shown in Figure 19. This is explained by the fact that the day-ahead scheduling happens in advance, before the
real-time operations start. Therefore, the SCED baseline error, occurring during the real-time operations, is unable to affect the day-ahead operations.

Next, the impact on the real-time operations is studied. As shown in Figure 20, higher SCED baseline error leads to higher real-time operation cost due to the additionally dispatched generation to meet the inflated baseline. Similarly, Figure 21 shows that inflation of the SCED baseline also increases the real-time market price. Similar to one of the cases studied above, the market price in Figure 21 drops when moving from 7-th to 8-th hour, while the net load increases during the same period. This is again due to commitment of an additional generator in SCUC during the 8-th hour. The major difference in this case is that the SCUC baseline error is zero. Thus, all three curves in Figure 21 have the set of committed generators. As a result, all three experience the same price drop during the 8-th hour. The difference in their actual values is due to the SCED baseline error.

Similar to the case with SCUC baseline error, the presence of the SCED baseline error also increases the regulation reserve requirement as demonstrated above. This further increases the total operation cost of the system. The comparison of cost breakdowns for social welfare and industrial DSM models is presented in Figure 22. The results show that the total cost increases by 35.69% when the SCED baseline error reaches 10%. The major part of that increase is due to procurement of additional regulation reserves. It should be noted, that the results in Figure 6 and Figure 12 show comparable increase of the load following and regulation reserve requirements in the presence of SCUC and SCED baseline errors respectively. However, higher cost of the operating reserves results in more significant increase of the total cost as shown in Figure 22.

VI. RECOMMENDATIONS

Previous sections have shown that the presence of a baseline error in the industrial DSM formulation increases the power system operating reserve requirements, the overall operating costs and imposes potential reliability risks. This is likely to be of concern to ISOs and RTOs. As the baseline error increases, more energy is wasted in both the day-ahead and real-time operations to meet a counter-factual demand. Furthermore, procurement of more operating
reserves is required to achieve the same levels of reliability. Based on these results, potential baseline inflation should be given attention by policy-makers (e.g. FERC). The effects of industrial baseline errors can be mitigated with effective policy. As a first solution, the industrial baseline can be calculated using the same methods as the short-term stochastic load prediction. Such an approach leaves less potential for baseline manipulation. A more comprehensive solution to this problem will be the upcoming trend of transactive energy [89]–[92] which is consonant with the social welfare method and would eliminate the concept of baseline and the associated uncertainties.

VII. CONCLUSION

This paper compares the social welfare and industrial DSM implementations using the power system enterprise control model. The presence of the baseline in the industrial model introduces one more forecastable parameter with related uncertainties. This paper uses a multi-layer enterprise control simulator with DSM models incorporated into the day-ahead and the real-time market structures. The simulation results show that the baseline errors in the industrial model result in erroneously high dispatch levels in both the day-ahead and real-time markets and increase the potential imbalances of the system. Increased dispatch levels lead to increased overall operation costs and electricity market prices. On the other hand, increased levels of imbalances require increased amounts of power system operating reserves, adding to the overall costs. The social welfare model or a revised baseline forecast method should be adopted by the ISOs to save energy and reduce costs.
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